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Chapter 1
Foreword

Micro-electronics and so integrated circuit design are heavily driven by technology
scaling. The main engine of scaling is an increased system performance at reduced
manufacturing cost (per system). In most systems digital circuits dominate with
respect to die area and functional complexity. Digital building blocks take full ad-
vantage of reduced device geometries in terms of area, power per functionality, and
switching speed. On the other hand, analog circuits rely not on the fast transition
speed between a few discrete states but fairly on the actual shape of the transis-
tor characteristic. Technology scaling continuously degrades these characteristics
with respect to analog performance parameters like output resistance or intrinsic
gain. Below the 100 nm technology node the design of analog and mixed-signal
circuits becomes perceptibly more difficult. This is particularly true for low supply
voltages near to 1 V or below. The result is not only an increased design effort but
also a growing power consumption. The area shrinks considerably less than pre-
dicted by the digital scaling factor. Obviously, both effects are contradictory to the
original goal of scaling. However, digital circuits become faster, smaller, and less
power hungry. The fast switching transitions reduce the susceptibility to noise, e.g.
flicker noise in the transistors. There are also a few drawbacks like the generation
of power supply noise or the lack of power supply rejection. Still, the advantages
are overwhelming and suggest to implement as much system components as possi-
ble in the digital domain. As digital functionality nearly comes for free it usually
makes no sense to optimize single gates or to elimination a few logic functions.
In most cases the effort for these optimizations does not pay off. If however ana-
log or mixed-signal performance can be increased by digital assist or enhancement
techniques the effort should be spent. If digital circuit add-ons help to reduce analog
power or improve robustness and reliability, the investment in these add-ons should
be done. In the deep sub-micron regime a few thousand gates are not worth to be
discussed. Very often the introduction of digital assist techniques or even all digital
implementations cause a one time area and power overhead. The increased perfor-
mance and new functionality should justify this expense. Moreover, the overhead
will shrink in future technology generations so the full advantage of the increased
performance and the robustness will pay off one or two generations later.

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 1
DOI 10.1007/978-90-481-8628-0 1, c© Springer Science+Business Media B.V. 2010



2 1 Foreword

It is obvious that there are functions that can be done best with analog circuits.
Hence, the message should not be to avoid analog circuits at all but to use digital
techniques whenever they promise an advantage. The effort is justified very often.

By definition digital circuits (binary circuits to be more precise) cannot resolve
any information in the amplitude domain. Instead they have a very high resolution in
the time domain. The very first approach of trading voltage (current) resolution
against time resolution is the sigma delta modulator: A coarse quantizer causes
a considerable quantization error that is antagonized by oversampling with noise
shaping. For high resolution at high bandwidths the quantizer often has more than
two quantization levels so not the complete information is covered in the time do-
main. A generalization of this time domain concept encodes any information of the
signal into the time domain. This can be done by providing time domain information
at equidistant time instances: A pulse width modulated signal, for instance, consists
of pulses that occur with a fixed rate and that contain the information within the
width of the pulses. An asynchronous approach has not even a fixed sample rate
but provides non-equidistant pulses. In this case both the sample information as
well as the sampling instance is implicitly encoded by two time instances. Time-
to-digital converters are highly precise stopwatches that convert time domain infor-
mation into a digital representation. Hence, they represent the fundamental building
blocks between the continuous time domain of time encoded data and the digital
world. In principle TDCs only consist of sampled delay-lines. The challenges arise
when continuous measurement, long time intervals, high resolution, linearity, low
power consumption, and robustness come into the play. The architectures address-
ing one or more of these issues rapidly become more complex. This is the reason
for this text on time-to-digital converters which is organized as follows: First an
introduction to time domain signal processing is given in Chapter 2. The basic con-
cepts of time-to-digital converters (TDC) are introduced and basic structures are
discussed. Chapter 3 addresses the theory of TDCs. Performance figures are de-
fined and compared to corresponding features of analog-to-digital converters. Noise
and variability are discussed in detail. Their impact on the single-shot precision,
the effective number of bits and the linearity is derived. Next, various TDC archi-
tectures for high dynamic range, linearity, bipolar measurement, matching, and low
power consumption are discussed in Chapter 4. Many of these architectural con-
cepts are based on research work by the author and are proposed and presented in
this text for the very first time. High resolution below one gate delay is discussed
in Chapter 5. Finally, representative TDC applications in the field of phase locked
loops and analog-to-digital converters are discussed in Chapter 6.

The criterion for the selection of the material and for the focus of the text has been
the advantage of the digital processing of time domain signals. The reason for this
is the following: Time domain signal processing and so time-to-digital converters
are proposed for high volume micro-electronics in order to circumvent analog im-
pairments in nanometer-scale CMOS technologies. Hence, only TDC concepts are
promising that have the ability to exploit the advantages of digital circuits. Time-
to-digital converters that are based on sensitive analog approaches cannot take a
real advantage of the time domain. If only such TDCs were available it would be



1 Foreword 3

instructive to stay with the old analog/mixed-signal concepts that are based on the
voltage domain but are architecturally mature, sophisticated, and proven for many
years. A time domain signal representation, however, makes sense when the main
building blocks are based on digital concepts. Anyhow, it is to be understood that
time-to-digital converters are no digital circuits in the sense of synthesizeable semi-
custom circuits. Yet some design automation is possible, but the careful knowledge
and handling of the sensitive (continuous time) signals inside the TDC requires ana-
log expert knowledge. This means that a TDC can exploit some advantages of digital
circuits but still behaves like a mixed-signal circuit. Not least because of the fact that
it processes continuous time signals.

With this book I want to give an overview and substantiated impression on time-
to-digital converters. It is shown that the main challenges are not only the high time
resolution but often lie in the architectures that focus on other performance figures
such as high dynamic range and linearity. I have tried to motivate that time-to-digital
converters have the potential to become a trend-setting technology for ultimately
scaled CMOS technologies. TDCs are much more than delay-lines and can be used
for many more applications than for simple phase detectors. I am confident that this
new class of circuits, namely continuous time continuous time circuits, will take
up an important role in upcoming RF and mixed-signal applications, especially in
nanometer scale technologies. Perhaps they will even find a role in the world of
integrated systems that will emerge after the transistor era.

The new concepts and investigations presented in this book mainly originate from
my research work at Infineon Technologies AG during the last years. I highly appre-
ciate that I got the great opportunity to work in this interesting field and for the per-
mission to use unpublished material on time-to-digital converters in this book for the
first time. I also want to thank Dominik Lorenz for his valuable contributions during
his master thesis and his outstanding commitment during the start up phase of our
TDC projects. Many thanks go to Professor Ulf Schlichtmann and Professor Yannos
Manoli who take so much time in reviewing my research work and advising me in
many situations. My deep gratefulness goes to my mentor Professor Doris Schmitt-
Landsiedel, head of the Institute for Technical Electronics, Technische Universität
München. She always encourages me to open my mind to new challenges, con-
cepts, and ideas. Without this mindset I would not have the drive to excel the limits
of current structures and concepts. I am very proud of having the possibility to teach
together with her in the micro-electronics track of Technische Universität München
where I try to teach not only technical stuff but also the fun of innovation.

Munich Stephan Henzler
November 2009
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Chapter 2
Time-to-Digital Converter Basics

Abstract On the basis of a generic mixed-signal system the scaling difficulties of
analog and mixed-signal circuits based on a signal representation in the voltage do-
main are discussed for nanometer CMOS technologies. Therewith, the advantages
of a signal representation in the time domain are emphasized. The primary approach
to time-to-digital converters (analog TDCs) based on a two step approach translat-
ing the time interval into a voltage and this voltage into a digital value is explained.
Analog impairments and resolution limitations are examined. Counter based time
interval measurement and delay-line based TDCs (digital TDCs) are introduced and
analyzed with respect to operating principle, basic implementation issues, and quan-
tization error, i.e. resolution.

Key words: Basic Time-to-Digital Converter, Analog TDC, Digital Delay-Line
TDC, Mixed-Signal Systems

2.1 Motivation – The Way to the Time Domain

Time-to-digital converters (TDC) – certainly most engineers link this expression
with all-digital phase-locked loops (PLL) where a TDC serves as phase detec-
tor [34, 51–53]. Interestingly, TDCs have been used for more than 20 years in the
field of particle and high-energy physics, where precise time-interval measurement
is required [27, 28, 32, 54]. Other applications cover time-of-flight measurement,
or measurement and instrumentation applications such as digital scopes and logic
analyzers. Currently the micro-electronics community rediscovers time-to-digital
converters and this is the justification for a complete book on this topic. While the
all digital PLL is the first and most famous TDC application others emerge rapidly.
TDC based analog-to-digital converter for instance shows that TDCs are not just
phase detectors but useful in a much wider field [8, 48]. Of course the requirements
for any micro-electronics application differ from the applications mentioned above
with respect to acceptable price, reproducibility, and suitability for mass produc-
tion. These issues will be discussed in detail throughout the book. At this point

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 5
DOI 10.1007/978-90-481-8628-0 2, c© Springer Science+Business Media B.V. 2010
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6 2 Time-to-Digital Converter Basics

the motivating question shall be discussed why TDCs suddenly become popular
in mainstream micro-electronics: Modern VLSI technology is mainly driven by
digital circuits. The reasons for this are the many advantages of digital compared to
analog circuits: Atomic digital functions can be realized by very small and simple
circuits. This results in a compact and cheap implementation of elementary logic
functions and enables complex and flexible signal processing systems. A com-
parable complexity was not feasible with an analog implementation due to area
and power consumption but also due to variability and signal integrity. Flexible
means reconfigurable, adjustable or even programmable. Data can be stored easily
in digital systems without any loss of information. The design of digital circuits is
highly automated resulting in high design efficiency and productivity. However,
the main advantage of digital signal processing is the inherent robustness of digital
signals against any disturbances, i.e. noise and coupling, as well as the inherent
robustness of digital circuits against process variations. Both signal integrity and
variability in digital circuits are heavily discussed in technical literature during the
last years. It is true that these are critical issues especially for large chips fabricated
in ultra deep sub-micron technologies. But compared to analog realizations digital
solutions are still by far more robust. As a consequence of all these advantages most
digital signal processing systems are realized according to the generic structure
depicted in Fig. 2.1. A small mixed-signal shell provides the interface between the
digital core and the environment which is always analog.1 While the mixed-signal
interface is mainly responsible for the data conversion, the actual signal process-
ing task is performed in the digital domain. In the input path some basic analog
signal conditioning, e.g. coarse filters, amplifiers and mixers are followed by a sam-
pler and a quantizer, i.e. an ADC. The sampler evaluates the input signal at discrete
time instances and the quantizer maps the resulting continuous values to discrete
ones. Both together result in a digital signal representation. In the output path the
digital values provided by the signal processing core at discrete time instances are
converted in voltages/currents and held constant until the next value occurs. An op-
tional analog low pass filter removes the (sinc-filtered) mirror spectra and provides
smooth output signals.

an
al

og

an
al

og

an
al

og

an
al

og

analog
pre−processing

analog
post−processing

analog
input

analog
output

digital
processing

unit
DACADC

integrated electronic device

external external

analog world

Fig. 2.1 Generic digital signal processing system comprising a digital core embedded in a mixed-
signal shell for interfacing with the analog environment

1 In fact even interfaces with digital functionality are analog. Digital signal transmission over high-
speed serial links for instance poses lots of analog challenges, which become obvious on the lower
abstraction levels.
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2.1 Motivation – The Way to the Time Domain 7

But what has all of this to do with time-to-digital converters? What is the problem
with this generic structure that has been successfully used for so many years? The
difficulties arise from technology scaling in the ultra deep sub-micron regime: With
each technology generation the intrinsic gain of a single MOS transistor namely the
gm
gds

decreases. This does not only result from parasitic short channel effects but is a

fundamental result from MOS physics.2

In principle there are classical countermeasures to cope with decreasing transistor
gain. Cascode transistors, for instance, increase the output resistance of basic am-
plifiers, current mirrors, and active loads dramatically, but cause at least one VDsat

in the DC voltage budget. With the reduced supply voltages of scaled technologies
there is often not enough voltage headroom to use cascodes. But even though this is
possible, the speed of the circuit and the signal swing is reduced. The latter effect is
particularly disadvantageous because of the reduced signal-to-noise ratio (SNR). In
general technology scaling comes with a reduction in supply voltage and so reduced
signal levels. As noise does not scale the SNR in the voltage domain is reduced in
proportion to V 2

DD.
Altogether, the design of classical mixed-signal circuits becomes increasingly

difficult. This rises two questions: First we have to check whether the mixed-
signal content of modern signal processing systems is really reduced to a minimum.
Second we have to answer why classical mixed-signal systems have that bad scaling
behavior. In many systems mixed-signal circuits are just used for interfacing, so the
first question can be approved. However, digital enhancement techniques within
the mixed-signal building blocks, e.g. calibration techniques can help to improve
the performance considerably. This means that the mixed-signal content of the
generic system in Fig. 2.1 is minimized, but that the mixed-signal blocks themselves
could be flavored with additional digital enhancement techniques.

The second question can be answered by considering the strengths of technology
scaling. Although the main benefit of scaling in the deep sub-micron regime is the
area reduction, there is still a speed improvement. This effect becomes smaller espe-
cially in low-power technologies, but continues to push digital performance. Despite
increasing leakage currents [13] the power also scales to some extend. Good scal-
ing behavior is thus achieved for all systems that take advantage of the fast digital
switching speed. The reduction of the gate delay results in continuously improving
temporal resolution which is contrary to the amplitude resolution [53]. Therewith,
there is no principal restriction of mixed-signals blocks in aggressively scaled tech-
nologies but the problem is the signal representation in the voltage domain. An im-
plementation of the same functionality in the time-domain would immediately take
advantage of technology scaling again. The enabler for the time-domain processing
of continuous signals is the time-to-digital converter. With this key building block
a transformation of classical mixed-signal systems with a signal representation in
the voltage domain is possible. This final rush for digitalization has just started.

2 The channel length modulation coefficient λ = 1
VE L is inverse proportional to the channel length L

and the Early voltage VE . The channel length scales considerably faster than VE so the dependence
of the drain current on the drain-to-source voltage increases with technology scaling [50].
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Fig. 2.2 Future digital signal processing system where the mixed-signal shell is heavily flavored
with digital enhancement techniques that help to cope with the impairments of analog circuits in
the deep sub-micron CMOS technologies

During the next years the amount of classical mixed-signal circuitry will be fur-
ther reduced. The remaining mixed-signal components will be heavily supported by
digital enhancement techniques and digital post-processing of imperfect data (ref.
Fig. 2.2). Non-idealities due to analog impairments will be corrected by digital sig-
nal processing. For sure this is no digitalization in a VHDL or Verilog sense but
a conversion of the continuous voltage domain into the continuous time domain.
A substantiated expert knowledge in transistor level circuit design will still be the
essential basis to cope with the increasing challenges in deep sub-micron CMOS
technologies.

2.2 Analog Time-to-Digital Converters – The First Generation

The traditional approach to time-to-digital conversion is first to convert the time
interval into a voltage. In a second step this voltage is digitized by a conventional
analog-to-digital converter (ADC). A basic block diagram is given in Fig. 2.3. The
start and the stop event are used to form a pulse with a width corresponding to
the time interval to be measured. An analog integrator transforms this pulse into a
voltage which is then fed to the ADC. A fundamental trade-off between the dynamic
range DR, i.e. the maximum time interval to be measured and the maximum number
of bits N the ADC can accomplish is revealed by the following equation:

DR = 2N ·TLSB (2.1)

The minimum time interval that can be resolved is given by TLSB. As the maximum 
resolution of the ADC is limited by analog constraints, a long measurement interval 
means low resolution and vice versa. A high resolution measurement of long time 
intervals requires a two stage approach, i.e. a coarse quantization of the long time 
interval and a fine quantization of the remainder. Another approach is to integrate up 
and down periodically. The number of periods gives a coarse quantization and the
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pulse
generator

start

stop
1
s ADC

T

integrator

start

stop

Y

CP

Y

Vp

Veq

Vp Veq

Fig. 2.3 Block and signal diagram of basic analog time-to-digital converter, e.g. [32, 42]

analog voltage level can be converted by the ADC to achieve a high resolution. We
will see later in this book that the limitation given by eq. 2.1 does not exist for digital
TDCs which is a great advantage over ADCs. There are also multi-stage approaches
for digital TDCs (ref. Section 4.5) but the motivation behind this is the reduction of
area and power.

Although the conversion principle in Fig. 2.3 is quite simple there are several
analog issues that degrade the TDC performance: All building blocks, i.e. the pulse
generator, the integrator, and the ADC have to meet the full linearity demands of
the overall TDC. A basic integrator implementation that allows for high-speed, i.e.
short measurement intervals, is a current source which is connected to an integration
capacitance during the measurement interval. Due to the finite output resistance of
the current source the linearity is weak. To overcome this problem an active RC-
integrator may be used. As the potential at the virtual ground is nearly constant the
linearity is improved. However, the finite bandwidth of the operational amplifier
(opamp) limits the speed and so the minimum time interval considerably.

Absolute time measurement requires the knowledge of the current and the ca-
pacitance value. For integrated TDC implementations this is not feasible without
calibration. A more elaborate TDC approach which does not require the knowledge
of absolute device values is shown in Fig. 2.4. An exemplary signal diagram is given
in Fig. 2.5. Again the pulse defined by the start and the stop signals is integrated.
On the arrival of the stop signal a second integrator starts integrating but with a
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Fig. 2.4 Blockdiagram of analog TDC based on dual-slope analog-to-time-interpolation [43]

ΔT

up

down

Y

EN

stop

start

V+

V+ − V−

V−
ΔT2 = MN ΔT

Fig. 2.5 Basic signal diagram of analog time-to-digital converter based on dual-slope analog-to-
time interpolation. By means of pulse stretching the initial time interval ΔT is converted into a
digital representation

reduced integration constant 1
p . A comparator detects when the output of the second

integrator is equal to the first one. This happens (1 + p)ΔT seconds after the start
event. The initial time interval ΔT is stretched by the factor (1 + p). Therefore this
dual-slope approach is also known as time amplification. If p is large enough the
enlarged time interval may be quantized by a simple digital counter.

In principle the dual-slope TDC is a reversed dual-slope analog-to-digital con-
verter. In a dual-slope ADC an unknown analog signal is integrated for a well de-
fined time. In the dual-slope TDC a well defined voltage namely the pulse height is
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reset
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Fig. 2.6 Schematic circuit diagram of a basic dual-slope TDC [43]

integrated for the unknown time interval ΔT . In both cases the output voltage of the
integrator after the first phase is integrated down by a predefined rate until a refer-
ence level is reached and a basic counter measures the required time. A major ad-
vantage of the dual-slope with respect to the basic single-slope ADC is the fact that
absolute device values cancel out. The same should hold for the dual-slope TDC: To
demonstrate this, the implementation in Fig. 2.6 is considered. At the beginning both
capacitances C1 and C2 are discharged by the reset devices. During the time interval
ΔT a first current source is connected to C1. Assuming a perfect current source, the
voltage V+ increases linearly and reaches a final value given by V+ = I1

C1
ΔT . On the

arrival of the stop signal C1 becomes floating and C2 is connected to a second cur-
rent source I2. The voltage V− across C2 is given by V− = I2

C2
ΔT2 where ΔT2 is the

time elapsed since the stop event has occurred. The comparator connected to both
capacitors detects when the two voltages V+ and V− are equal. This happens a time
interval

ΔT + ΔT2 =
(

1 +
C2

C1

I1

I2

)
ΔT (2.2)

after the start event. With a capacitance ratio M := C2
C1

and a current ratio N−1 = I2
I1

the initial time interval is stretched (amplified) by a factor (1 + M ·N). As both fac-
tors M and N are ratios of physical quantities namely capacitances and currents the
absolute values are not relevant. This makes the dual-slope approach very robust
against process variations and enables an integration without the need for calibra-
tion. The fact that both ratios are multiplied is also advantageous for integration as
large stretching factors can be realized even without unreasonably large capacitance
or current ratios.
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2.3 Fully Digital TDCs – The Second Generation

If the motivation for a TDC was just to implement a precise timer, an analog
approach like one of those discussed in the previous section would be enough. How-
ever, the strategy to provide TDCs as generic mixed-signal building blocks for var-
ious applications rises questions about the suitability in ultimately scaled CMOS
technologies. In Section 2.1 the advantages of time domain signal processing and
the superior scaling properties of TDCs have been emphasized. Obviously this does
not hold for any analog TDC which converts time domain information first into the
analog and then to the digital domain. Such TDCs consist mainly of an ADC so have
all the impairments of analog circuits in deep sub-micron technologies. The advan-
tages of the time domain can be exploited only if there is no analog conversion step
in the time-to-digital conversion. Only if the TDC is clearly dominated by digital
circuitry the scaling and robustness arguments hold. Therefore, digital conversion
techniques are investigated in the remainder of this book: The simplest technique
to quantize a time interval is to count the cycles of a reference clock fitting into the
respective measurement interval. As shown in Fig. 2.7 the measurement interval de-
fined by the start and stop signal is completely asynchronous to the reference clock
signal. This causes a measurement error ΔTstart at the beginning and ΔTstop at the
end of the time interval. The measurement interval ΔT can be expressed as

ΔT = N ·TCP +(TCP −ΔTstop)− (TCP −ΔTstart)
= N ·TCP −ΔTstop + ΔTstart

= N ·TCP + εT (2.3)

ΔTstart ∈ [0;TCP]
ΔTstop ∈ [0;TCP]

εT = ΔTstart −ΔTstop ∈ [−TCP;TCP] (2.4)

where N is the counter value and TCP the reference clock period. ΔTstart and ΔTstop

are the time intervals between the start and the stop signal, respectively, and the
next rising edge of the clock signal. The quantization error of the ΔT measurement
is between −TCP and +TCP, i.e. is limited to twice the period of the clock signal.

ΔTstop

1 20count

stop

start

CP

3

ΔT

TCP

ΔTstart

Fig. 2.7 Principle of counter based TDC
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2.4 Basic Digital Delay-Line Based TDC 13

The measurement accuracy can be increased by a higher clock frequency.
However, the higher the clock frequency the higher the power consumption for
the generation and the processing of the clock signal. Above a certain clock fre-
quency (corresponding to 3–4 FO2 inverter delays3) CMOS based oscillators are
not available anymore, so even more expensive CML or LC oscillators are re-
quired for the clock generation. Timing restrictions in the counter as well as in the
controller circuit pose another limit on the maximum frequency. In a 65 nm technol-
ogy for instance the maximum frequency is limited to 5–10 GHz, i.e. a maximum
measurement accuracy of 2 ·100–200 ps may be achieved.

An even higher resolution is achieved by subdividing one clock period asyn-
chronously into smaller time intervals. The engine that performs this subdivision
is actually what we call a digital time-to-digital converter. Hence, the resolution is
the criterion that distinguishes a counter from a TDC. The measurement interval
quantized with a TDC can be described by

ΔT = NTCP − (TCP −ΔTstart)+ (TCP −ΔTstop) (2.5)

ΔTstart = N1
TCP

k
− ε1 (2.6)

ΔTstop = N2
TCP

k
− ε2 ε1,ε2 ∈

[
0; TLSB =

TCP

k

]
(2.7)

ΔT = NTCP + N1
TCP

k
− ε1 −N2

TCP

k
+ ε2 (2.8)

εT = ε2 − ε1 ∈
[
−TCP

k
;

TCP

k

]
(2.9)

where the resolution TLSB = TCP
k is increased by the factor k. The interpolation factor

k describes in how many sub-intervals the reference clock cycle is partitioned, N1

and N2 indicate the position of the start and the stop event within such a reference
clock cycle. The subsequent chapters describe the basic concepts of digital time-to-
digital converters and explain how a higher resolution can be achieved even without
a higher reference clock frequency.

2.4 Basic Digital Delay-Line Based TDC

To increase the measurement resolution beyond the maximum feasible clock fre-
quency each counter clock cycle has to be sub-divided asynchronously by a time-to-
digital converter. Figure 2.8 illustrates that the counter value then provides a coarse
quantization of the measurement interval and the TDC a fine sub-quantization [37].
The subdivision of the reference clock interval, also known as reference clock

3 FO2 refers to the fan-out of two inverter delay, i.e. to the delay of an inverter that is loaded with
twice its input capacitance.
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Fig. 2.8 Principle of a counter based TDC where the resolution is increased by subdividing one
clock interval asynchronously into smaller time intervals [37]
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Fig. 2.9 Operating principle of a time-to-digital converter. Delayed versions of the start signal are
sampled on the rising edge of the stop signal, resulting in a thermometer code at the outputs of the
sampling elements (flip-flops or comparators)

interpolation, is done by using multiple phases of the reference clock. For a small in-
terpolation factor, i.e. medium resolution, the phases may be directly derived from
the oscillator which generates the reference clock. A ring oscillator consisting of k
delay stages for instance generates k equally spaced versions of the clock signal.
An even higher resolution is achieved by delaying the original reference clock in
a chain of digital delay elements. The resolution then depends on the delay of the
delay elements in the chain. Figure 2.9 illustrates the operating principle of a TDC
based on a digital delay-line. The reference clock which is in a more general sense
an arbitrary start signal is delayed along the delay-line. On the arrival of the stop
signal the delayed versions starti of the start signal are sampled in parallel. Either
latches or flip-flops can be used as sampling elements. The sampling process freezes
the state of the delay-line at the instance where the stop signal occurs. This results
in a thermometer code because all delay stages which have been already passed by
the start signal give a HIGH value at the outputs of the sampling elements, all delay
stages which have not been passed by the start signal yet give a LOW value. The
position of the HIGH-LOW transition in this thermometer code indicates how far
the start signal could propagate during the time interval spanned by the start and the
stop signal. Hence this transition is a measure for the time interval. The number N
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stop

start

Q0 Q1 Q2 QN-1 QN

Fig. 2.10 Implementation of a basic delay-line based time-to-digital converter (DL-TDC)

of all sampling elements with a HIGH output is related to the measurement interval
ΔT according to

N =
⌊

ΔT
TLSB

⌋
(2.10)

where TLSB is the delay of a single delay element in the delay-line. The time interval
ΔT can be calculated from the number of HIGH outputs by

ΔT = NTLSB + ε (2.11)

where ε describes the quantization error that arises as a delay element has been
either passed by the start signal yet or not. Any intermediate state is not possible. The
quantizer characteristic of a TDC and its non-idealities are discussed in Chapter 3
extensively.

An implementation of the basic delay-line TDC is shown in Fig. 2.10. The start
signal ripples along a buffer chain that produces the delayed signals starti. Flip-flops
are connected to the outputs of the delay elements and sample the state of the delay-
line on the rising edge of the stop signal. The stop signal drives a high number
of flip-flops so a buffer-tree (not shown) is required. Any skew in this buffer-tree
directly contributes to the non-linearity of the TDC characteristics. For a correct
thermometer code the skew between adjacent branches in this tree has to be smaller
than TLSB which makes the design challenging.

2.4.1 Inverter Based Time-to-Digital Converter

The resolution of the delay-line based TDC discussed in the previous section is
limited by the delay of the buffers. The resolution can be doubled by replacing the
buffers by CMOS inverters. This, however, rises some implementation challenges
which will be discussed next: The use of inverters means that both the rising and the
falling signal transitions are used for measurement. Hence the thermometer code
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16 2 Time-to-Digital Converter Basics

at the outputs of the sampling elements becomes a pseudo thermometer code with
alternating ones and zeros:

111111111111111� 000000000000000 buffer TDC

010101010101010� 010101010101010 inverter TDC

The length of the measurement interval is indicated not by a HIGH-LOW transition
but by a phase change of the alternation HIGH-LOW sequence.

In principle the delays for a rising and a falling transition of a CMOS inverter
are different and only partially correlated. There is some correlation due to com-

mon process steps during manufacturing of NMOS and PMOS devices. Examples
for such process steps are the formation of the gate oxide and the gate lithography.
However, there are also completely independent process steps such as the ion im-
plantation for threshold voltage adjustment. This leads to systematic non-linearity
of the converter characteristic. For nominal process conditions the rise and the fall
delay can be made equal but any process variation imbalances the delays again.
An even stronger effect has the asymmetric setup time of basic sampling elements
such as master slave latch pairs. Hence, a high-resolution TDC based on a single in-
verter delay chain seems to be not feasible if process variations become significant.
Figure 2.11 shows a robust inverter based TDC. Fully symmetrical differential flip-
flops such as sense amplifier based flip-flops are used as sampling elements. Two
delay chains propagate the start as well as the inverted start signal and provide dif-
ferential data to the flip-flops. The inverting characteristics of the CMOS inverters
is compensated by twisting the input signals of the flip-flops in each second stage.
This compensates completely for the potential asymmetric setup time of the flip-
flops and asymmetric rise and fall delays of the inverters. Local process variations
may cause a faster signal propagation in one delay-line compared to the other. Cou-
pling elements such as cross coupled inverter pairs in between two corresponding

stop

start

start

Q0 Q1 Q2 QN-1 QN

Fig. 2.11 Time-to-digital converter based on inverters instead of buffers. The resolution is doubled
with respect to the implementation given in Fig. 2.10
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Table 2.1 Performance summary of buffer and inverter delay-line TDC. The performance figures
are introduced in the following chapter. However, for comparability with the results presented in
Chapter 4 this table is already presented here

Buffer Delay-Line TDC Inverter Delay-Line TDC
Principle Start signal propagates in lin-

ear chain of buffers. On the ar-
rival of a stop signal the state of
the delay-line is sampled by flip-
flops/comparators

Differential start signal propa-
gates in two coupled chains of in-
verters. On the arrival of a stop
signal the state of the delay-line
is sampled by (differential) flip-
flops/comparators

Resolution TLSB tbuffer
d = 2t inv

d tinv
d

Number of Stages N Tmax
TLSB

= Tmax

tbuffer
d

= Tmax
2t inv

d

Tmax
TLSB

= Tmax
tinv
d

Core Area AVernier
core

Tmax
TLSB

(
2Ainv +AFF

) Tmax
TLSB

(
2.2Ainv +AFF

)

Average Power〈Pcore
vernier〉 fmeas

Tmax
TLSB

(
2Einv

rise +2Einv
f all +EFF

)
fmeas

Tmax
TLSB

(
2.2Einv

rise +2.2Einv
f all +EFF

)
The factor 2.2 accounts for the over-
head required to couple the two
delay-lines (differential)

Conversion Time Tconv T T

Latency Tlatency 0 0

Loop Structure loop possible loop possible

PROS • Simple
• Fully digital
• Low power
• Low latency
• Easy control and embedding

• Same as for buffer TDC
• Doubled resolution

CONS • Low resolution
• Resolution limited by tech-

nology

• Alignment of delay-lines
• Resolution limited by tech-

nology
• Doubled number of compara-

tors for same dynamic range

delay elements reduces this drifting of the signals. However, there is still a very reg-
ular and symmetrical layout required for the two delay-lines. This is probably the
most challenging task for an actual TDC implementation (Table 2.1).
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2.5 Synchronous Versus Asynchronous Time
Interval Measurement

Synchronous time interval measurement based on a coarse pre-quantization by a
reference clock and a fine quantization with a TDC (ref. Fig. 2.8) has the fundamen-
tal drawback that the reference clock jitter deteriorates the measurement accuracy.
This can be seen by rewriting eqs. 2.5–2.8 with a jitter term:

ΔT = NTCP − (TCP −ΔTstart)+ (TCP −ΔTstop) (2.12)

ΔTstart = N1
TCP

k
− ε1 + t jitter,1 (2.13)

ΔTstop = N2
TCP

k
− ε2 + t jitter,2 ε1,ε2 ∈

[
0; TLSB =

TCP

k

]
(2.14)

ΔT = NTCP + N1
TCP

k
− ε1 + t jitter,1 −N2

TCP

k
+ ε2 − t jitter,2 (2.15)

The jitter is a mean free not necessarily gaussian random variable characterized by
its rms value σ jitter . It can be seen that two partly independent jitter contributions
add to the measurement uncertainty statistically. For short and medium time inter-
vals it may be advantageous to abdicate the reference clock and to use a longer
TDC. Therewith the measurement error caused from reference clock jitter vanishes.
The start and stop signals for the TDC are directly extracted from the measurement
pulse and not referred to any clock (asynchronous time interval measurement). The
TDC has to be able to measure the complete time interval not just a reference clock
period, i.e. the delay chain has to be long enough or an advanced TDC architecture
like the looped TDC (ref. Section 4.2) has to be used. Of course there is also noise
in the TDC which translates into a deviation of the switching instances of the delay
elements from the ideal time instances and a variation of the sampling instance. The
resulting measurement uncertainty increases with

√
T where T is the length of the

measurement interval. Hence for long measurement intervals the intrinsic timing
uncertainty of the TDC may be larger than the reference clock jitter. For an actual
design and a required measurement time the intrinsic TDC noise and the quality of a
possible reference clock generator must be compared. Thereupon it can be decided
whether a synchronous or asynchronous approach is preferable. Beside the noise
the availability of the clock signal is another criterion as an additional clock PLL
contributes considerably to the overall power consumption and die area.
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Chapter 3
Theory of TDC Operation

Abstract This chapter addresses theoretical aspects of time-to-digital converters.
First the basic shape of a TDC input–output characteristic is explained. The quan-
tization error that arises from the mapping of a continuous into a discrete signal
domain is revisited. Linear and non-linear imperfections of a TDC, namely offset
and gain error as well as differential and integral non-linearities, are explained.
Dynamic performance figures are motivated on the basis of analog-to-digital
converters. The difference between ADC and TDC measurement is discussed.
The interrelation between the single tone experiment of ADCs and the single shot
experiment for TDCs is derived. An effective number of bits is defined for TDCs
based on a single shot measurement. Therewith, an ADC compliant figure of merit
is defined for TDCs. Local (process) variations are a critical issue for high resolution
time-to-digital converters. Variations hit TDCs in the buffer tree of the stop signal,
the delay-line, and the comparators. The susceptibility of each of these components
is analyzed individually. Finally, the particular variation effects are combined.

Key words: TDC Characteristic, TDC Offset Error, TDC Gain Error, TDC
Non-Linearity, Single-Shot-Precision, TDC Effective Number of Bits, TDC Process
Variations

3.1 Basic Performance Figures

The static input–output behavior of a TDC is given by a quantizer characteristic
such as that depicted in Fig. 3.1. The input time interval to be measured is plotted
on the x-axis and the corresponding digital output word is represented by the y-axis.
The term quantizer characteristic means that continuous time intervals at the TDC
input are mapped to discrete output values. Consequently, there is a range of time
intervals that is mapped to the same output value. The (ideal)1 width of this time

1 In actual TDC designs the step width varies from step to step. This non-linearity is described
later in this chapter. A more precise definition for TLSB will be given in eq. 3.4.

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 19
DOI 10.1007/978-90-481-8628-0 3, c© Springer Science+Business Media B.V. 2010
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11

0 1/4 1/2 3/4 1

01

10

= 1/4 = LSB

00

Bout

TLSB

Tin

T11T01

Tref

TrefTref

TLSB

Tref

Fig. 3.1 Ideal input–output characteristic of time-to-digital converter

interval is the absolute resolution TLSB and the corresponding output increment is
called 1LSB. The time-to-digital conversion is not invertible and the input–output
behavior

Tin = BoutTLSB + ε 0 ≤ ε < TLSB (3.1)

can be described only by means of the so called quantization error ε . In the ideal case
the unknown quantization error behaves like an equally distributed, uncorrelated
random signal and contributes only to the noise floor of the measurement. This is
only true, however, if the input signal changes fast enough and strong enough so
that the quantization error appears to be de-correlated from the signal. For periodic
operation, this is not the case and the quantization error which is actually not noise
but deterministically dependent on the signal gives rise to harmonic distortion .

The time intervals where the steps occur are labeled by TB where B is the quanti-
zation level after the step, i.e. T0...01 indicates the position of the very first and B1...11

of the last step. These step positions will be used throughout this chapter to define
the various non-idealities such as offset, gain error, or non-linearity.

In principle, a TDC characteristic is identical with the characteristic of an analog-
to-digital converter (ADC), except the fact that a continuous time and not a contin-
uous voltage is measured. In ADCs, this voltage is referred to a reference voltage.
The reference voltage Vre f is the voltage against which the input voltage is com-
pared and indicates usually the maximum input level that can be measured without
saturation effects. Usually the reference voltage is externally provided and the ADC
derives the quantization voltage VLSB from this reference voltage according to

VLSB =
Vref

2N (3.2)
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3.2 Quantization Error Revisited 21

where N is the number of bits. In a TDC, however, not a reference time interval
Tre f but a quantization time TLSB is given. A corresponding reference time can be
defined by

Tref = 2N ·TLSB (3.3)

The problem with this definition is the fact that, theoretically, a TDC can measure
an arbitrarily long time interval. In the looped TDC that is discussed in Section 4.2,
for instance, the timing event to be measured circulates in the TDC delay-line and
a loop counter determines the number of full loop cycles. The number of bits in
eq. 3.3 then depends on the number of bits in the loop counter and the reference
time Tre f has no useful meaning. Yet, the loop structure means that the converter
characteristic is constructed periodically by the characteristic of a single loop cycle.
The time increment corresponding to this periodicity is then a much better definition
for the reference time. The number of bits corresponding to this reference time is
called the core resolution2 Nc, whereas the overall resolution is named N. With this
Tre f definition the definition of the quantization time interval according to

TLSB =
Tre f

2Nc
(3.4)

makes sense again. It is important to understand that the resolution according to
this formula is the ideal resolution, i.e. the best value that can be achieved with
the underlying converter architecture. In reality impairments such as non-linearity
and noise degrade the effective resolution that is actually measured. This will be

discussed after the introduction of the various imperfections.
A further difference compared to ADCs is the fact that the steps in a TDC char-

acteristic usually occur at the end of a quantization interval whereas for ADC char-
acteristic the steps often lie in the middle of an interval. This is a minor difference
that changes the definition of the TDC performance figures slightly.

3.2 Quantization Error Revisited

Converting a continuous into a discrete signal results in a quantization error ε ac-
cording to eq. 3.1. In contrast to ADCs where the quantization error is usually sym-
metrical around zero, i.e. − 1

2VLSB ≤ ε < 1
2VLSB, the quantization error of a TDC is

not mean free (0≤ ε < TLSB). An equally distributed quantization error has the mean
value

〈ε〉 =
1

TLSB

∫ TLSB

0
εdε =

1
2

TLSB (3.5)

The quantization noise power

〈
ε2〉=

1
TLSB

∫ TLSB

0
ε2dε =

1
3

T 2
LSB (3.6)

2 In a controlled TDC the reference time according to this definition corresponds usually to the
time reference TR of the control loop (ref. Section 4.4).
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22 3 Theory of TDC Operation

can be separated into a constant and a mean free variable component according to

ε = 〈ε〉+ η (3.7)〈
ε2〉 = 〈ε〉2 +

〈
η2〉 (3.8)

with

〈ε〉2 =
1
4

T 2
LSB (3.9)

〈
η2〉 =

1
12

T 2
LSB (3.10)

In the frequency domain the constant component 〈ε 〉 yields a DC spectral line. 
The variable component η results in spectral power with f > 0. This component of 
the quantization error is often assumed as white, i.e. its power spectral density is 
flat. This is justified for non-periodic signals that change sufficiently fast. If this 
condition is fulfilled, the power spectral density can be described by

psd (ε) =
1
4

T 2
LSBδ ( f )+

T 2
LSB

12 fs

[
σ
(

f +
fs

2

)
−σ

(
f − fs

2

)]
(3.11)

For a sinusoidal signal x(t) = Asin(2π f t) with 2M−1 quantization steps for the sig-
nal amplitude3 the ideal signal-to-(quantization)-noise ratio (S(Q)NR) is given by

SNR = 6.02 dB ·M + 1.76 dB (3.12)

The DC component of the quantization error has been neglected. As for the ADC
each additional bit in the amplitude domain increases the signal-to-noise ratio by
6.02 dB. This is the ideal signal-to-noise ratio as only the quantization but no phys-
ical noise is considered. The actual SNR is always lower than this theoretical value.

3.2.1 Linear Imperfections of TDC Characteristic

In an ideal TDC the first step occurs at the position T00...01 = TLSB. If this step and
so the complete converter characteristic is shifted along the time axis, the converter
is said to have an offset error Eo f f set , defined by

Eoffset =
T00...01 −TLSB

TLSB
(3.13)

i.e., the offset error (ref. Fig. 3.2) is the deviation of the first step position from its
ideal value TLSB in terms of TLSB. This is not necessarily the same as the output

3 This definition sounds a little bit artificial. However, unlike the input voltage of ADCs the
maximum input time interval of TDCs is not limited so the reference to a sinusoidal input signal
with maximum amplitude is not possible.
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Fig. 3.2 Input–output characteristic of a TDC with offset error

value Bout(T = 0) that is measured for a zero time interval. The reason for a mis-
match between these two figures is a potential non-linearity as discussed in the next
section. In contrast to an ADC, the input time interval is not bound in principle, so
the definition of the TDC gain is somehow ambiguous. Generally, the gain kT DC of
a TDC is the steepness of the input–output characteristic, or mathematically,

kTDC =
ΔB
ΔT

(3.14)

Depending on the definition of the deltas, several gain definitions are possible: Using
the whole converter characteristic yields the overall gain kT DC of the TDC. In
looped TDCs, i.e. for converter characteristics with a periodicity, it makes sense
to refer to this periodicity and to call the respective gain the core gain kcore

T DC. Dif-
ferences of these two gain definitions arise if the periodic parts do not fit together
perfectly. If non-linearity is noticeable it makes sense to define the gain as the slope
of a regression line. This is possible for both gain definitions given above. If only
a small fraction of the TDC characteristic is used during operation, an incremental
gain definition kincr

T DC around an operating point is suited best. It depends on the appli-
cation which gain definition is the most appropriate one. An ideal TDC has a gain of

kTDC =
1

TLSB
(3.15)

i.e. a TLSB increment of the input time interval reflects in an output increment of one
LSB. Any variation of the gain may be quantified by the gain error Egain, which is
the deviation of the last step position from its ideal value in terms of LSB after the
offset error has been removed (ref. Fig. 3.3):

Egain =
1

TLSB
(T11...11 −T00...01)−

(
2N −2

)
(3.16)
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Fig. 3.3 Input–output characteristic of a TDC with gain error

Again, similar definitions may be used if only a certain part of the converter char-
acteristic is of interest. The actual TDC gain can be expressed in terms of the gain
error according to

kTDC =
2N −2

(2N −2)TLSB + EgainTLSB
≈ 1

TLSB

(
1− Egain

2N −2

)
(3.17)

Finally, it shall be mentioned that the offset and the gain error are so called linear
imperfections as they can be modeled by an additive or multiplicative term to the
input time interval, respectively, so do not cause non-linear distortion.4

3.3 Non-Linear Imperfections of TDC Characteristic

Non-linear imperfections are all deviations of a TDC characteristic from its ex-
pected shape that lead to non-linear distortion. The integral non-linearity (INL) is
a macroscopic description of the bending of a converter characteristic. It is defined
as the deviation of the step position from its ideal value normalized to one TLSB.
The ideal value is defined by a straight line that can be either a line connecting the
first and the last step or a best fit line. The former is a pragmatic approach, whereas
the latter causes a little bit more computation effort but yields better insight espe-
cially for converters with the main non-linearity at the beginning and/or the end of
the characteristic. The INL is defined for each step. However, sometimes a single
number is given as INL value. This is then the maximum or root-mean-square (rms)

4 Quantization is always a very non-linear operation. In this context, the term linear means that
the output is linearly dependent on the input when the quantization error is neglected.
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value over all steps. The differential non-linearity (DNL) describes the deviation of
each step from its ideal value, namely TLSB, so gives a more microscopic view on
the non-linearity. Both the INL and the DNL are usually normalized to one TLSB.

The terms ‘integral’ and ‘differential’ may suggest that the INL is obtained by
summing up the DNL. However, if the TLSB is the quantization time interval of the
ideal converter, the DNL contains both gain and non-linearity error. This can be eas-
ily seen by considering a case where each step has a width of let’s say 0.5 ·TLSB. The
error with respect to a reference line is zero, i.e. there is no integral non-linearity,
but the slope of this line differs by a factor of two from the ideal characteristic.

3.4 Dynamic Performance and Effective Resolution

The performance figures discussed so far result from so called static measurements.
This means usually that the measurements are done slowly, without active periph-
eral circuits. For converter characteristics multiple measurements are averaged. This
averaging means that any noise (physical noise, power supply noise, substrate noise)
and any dynamic coupling effects are removed from the measurement results. In real
operation where any single measurement counts and where many measurements are
done subsequently noise cannot be neglected and reduces the effective resolution.
In this section dynamic performance figures of conventional analog-to-digital con-
verters are explained, transferred to time-to-digital converters, and compared.

The classic dynamic measurement of ADCs is the stimulation with a sinusoidal
signal and the evaluation of the output spectrum. Therefore, output data is stored
for multiple cycles of the input signal and transferred into the frequency domain via
Fourier transformation. The resulting spectrum is a so called single tone spectrum.
It contains a peak at the signal frequency, smaller peaks at multiples of the signal fre-
quency caused by non-linear distortion, and a noise floor. The spectral components
at multiples of the signal frequency are called harmonics. The noise floor describes
power components at all other frequencies. It results from both quantization as well
as physical noise. The signal-to-noise ratio is defined as the ratio between the power
of the fundamental over the total noise power. Usually it is given in dB, i.e.

SNR = 10 dB · lg
(

Psignal

Pnoise

)
(3.18)

The harmonic components are neglected during the calculation of the noise power.
The signal-to-noise-and-distortion ratio (SNDR) defined by

SNDR = 10 dB · lg
(

Psignal

Pnoise + Pharmonics

)
(3.19)

takes also the harmonics into account. Thus, the SNDR is always smaller than the
SNR. Obviously, SNR and SNDR are functions of the signal amplitude. This depen-
dence is usually demonstrated by a diagram where the signal amplitude is plotted
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26 3 Theory of TDC Operation

along the x-axis (logarithmic scale) and the SNR and SNDR, respectively, along the
y-axis. For small amplitudes the SNR and SNDR curve are identical. This is due to
the fact that harmonic components scale with An, where A is the signal amplitude
and n the order of the respective harmonic. For larger signals the harmonics grow
quickly, and the SNDR curve bends below the SNR curve. For a certain amplitude,
the so called peak amplitude, the SNR reaches a maximum value. If the ampli-
tude is increased beyond the peak amplitude both SNR and SNDR collapse rapidly.
The peak SNDR is the value used for the computation of the effective resolution of
the converter. According to eq. 3.12 the effective number of bits (ENOB) can be
defined by

ENOB :=
max(SNDR)−1.76 dB

6.02 dB
(3.20)

ENOB is the resolution of a hypothetical noise free converter that has the same
SNDR as the converter under consideration. The dynamic range is defined as the
input voltage range between the amplitude where the SNR is zero and full scale.
Usually it is given in dB. It is important to understand that often this signal range
cannot be used as the SNR already collapses below full-scale. For a more detailed
description of dynamic ADC figures the reader is referred to classical mixed-signal
literature, e.g. [45]. An excellent overview of data converter figures is given in [47].

In principle the same characterization strategy can be applied to TDCs. The prob-
lem, however, is to generate a sinusoidal sequence of time intervals with an accuracy
better than the TDC to be measured. Thus, the classic dynamic measurement of a
TDC is not a single tone experiment but the so called single shot experiment. In this
experiment a fixed time interval T is applied repeatedly to the time-to-digital con-
verter. Without noise each measurement would yield the same result. Noise, how-
ever, causes variations of the measurement values. The standard deviation of these
measurement values is called single-shot precision (SSP). It describes how repro-
ducible a TDC measurement is in the presence of noise. The single-shot precision
usually depends on the time interval, i.e. it is actually not a single value but a func-
tion SSP(T) of the time interval T . The reason for this becomes obvious when the
topology of a TDC is considered: The delay along the delay-line is the accumulated
gate delay of the delay elements. Each delay element has a certain delay variation,
so contributes to a timing uncertainty. The longer the time interval the more delay
elements are passed and contribute to the overall timing uncertainty. The sampling
elements experience a noise induced threshold shift. The timing uncertainty related
to this effect is independent on the position inside the delay-line and so on the time
interval. If the comparators were neglected and if the delay variations of the delay
elements were uncorrelated the timing uncertainty would increase along the delay-
line in proportion to

√
T . However, in the advanced TDC architectures that will be

discussed in Chapter 4 this assumption is often not true. In the looped-TDC, for in-
stance, the delay elements are reused several times, i.e. there is a correlation of the
individual noise contributions and the single shot precision scales nearly linearly.

The dominant noise effect in MOS transistors is flicker noise. Flicker noise de-
scribes a charge trapping effect at the interface between the channel region and the
gate insulator. It results in a temporary shift of the transistor threshold voltage which
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3.4 Dynamic Performance and Effective Resolution 27

in turn results in an altered gate delay. The process is relatively slow and has a power
spectral density that is proportional to 1

f (at least for low frequencies). Hence, the
measurement values during the single-shot experiment do not vary completely ran-
domly as the single-shot definition might suggest. In fact there is a correlation that is
revealed when the auto-correlation function (ACF) and the power spectral density
are considered. In many applications the near term variation of the measurement
results is more relevant than the long term variation. Hence the ACF provides useful
additional information about TDC noise.

To understand the dependencies for the measurement of different time intervals
a double-shot experiment can be used. In this experiment two time intervals T1 and
T2 are measured alternately. For both series a single-shot precision and an auto-
correlation can be given. Additionally, a cross-correlation can be computed that in-
dicates whether noise affects the measurements of both time intervals completely
independently or in a correlated fashion. In a linear delay-line for instance the de-
lay variations of the first delay elements affects the arrival time at all subsequent
nodes. Hence, there is a correlation of the arrival times for all measurements during
which the common delay elements are passed. The smaller the difference |T1 −T2|
the more common delay-elements contribute to the measurement and the stronger
the correlation. In looped TDCs (ref. Section 4.2) the number of delay elements is
small, and all delay elements are passed by the start signal repeatedly. Hence the
correlation is much stronger. The cross correlation function reveals this dependency
so may help to identify structural details of an unknown TDC circuit.

The definition of a TDC dynamic range is not as straight forward as for ADCs.
This is because of the fact that the SNR cannot be measured easily, so the signal am-
plitude where the SNR is zero cannot be identified. Hence, in this book the dynamic
range is defined as the maximum time interval that can be measured without satura-
tion. It can be given as absolute time or with respect to TLSB in dB. Obviously, the
relative specification of the dynamic range is only useful when the resolution TLSB is
also given. The lack of a simple SNR measurement also complicates the definition
of the effective number of bits. A definition that does not take the correlation into
account is derived in the following section.

3.4.1 Basic ENOB Definition

As discussed in the previous section the single tone experiment and so the calcu-
lation of the signal-to-noise ratio and the effective number of bits is not straight
forward for TDCs.5 The standard methodology for dynamic TDC characterization
is single shot experiment. For the sake of simplicity it is assumed during the follow-
ing calculation that the single shot precision does not depend on the measurement
time, i.e. SSP(T) = SSP = const. Without noise and for equally distributed time

5 Such a measurement methodology would be highly desirable but, to the best knowledge of the
author, it is not known till the publication date of this book.

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
附注
FSR? Full Scale Range?

Tian_Yi
高亮

Tian_Yi
高亮



28 3 Theory of TDC Operation

intervals the quantization error is assumed to be equally distributed in the interval6[− 1
2 TLSB; 1

2 TLSB
]
. Noise causes an effective variation of the time interval to be mea-

sured. The measurement result is then represented by neighboring steps of the con-
verter characteristic so the quantization error is increased. The delay deviation τ of
a nominal time interval T is modeled by a Gaussian distribution7:

pτ (τ) =
1√

2πστ
exp

(
− τ2

2σ2
τ

)
(3.21)

If k is the nominal measurement result for a noise free measurement of an interval T ,
T −kTLSB describes the position within a quantization interval. The joint probability
density function for a nominal position T − kTLSB inside a quantization interval in
conjunction with a noise induced time interval deviation τ is

pT−kTLSB,τ (T − kTLSB,τ) =
1

TLSB
· pτ (τ) =

1
TLSB

· 1√
2πστ

exp

(
− τ2

2σ2
τ

)
(3.22)

The quantization error depends on the quantization step, i.e. on the actual measure-
ment result for the noisy signal. It can be described by

ε (T − kTLSB,τ)=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

. . . . . .

T − kTLSB + 2TLSB − 5
2 TLSB ≤ T − kTLSB + τ < − 3

2 TLSB

T − kTLSB + TLSB − 3
2 TLSB ≤ T − kTLSB + τ < − 1

2 TLSB

T − kTLSB − 1
2 TLSB ≤ T − kTLSB + τ < 1

2 TLSB

T − kTLSB −TLSB
1
2 TLSB ≤ T − kTLSB + τ < 3

2 TLSB

T − kTLSB −2TLSB
3
2 TLSB ≤ T − kTLSB + τ < 5

2 TLSB

. . . . . .
(3.23)

Therewith, the quantization noise power under physical noise conditions can be
computed according to

〈
ε2〉=

∫ 1
2 TLSB

− 1
2 TLSB

∫ ∞

−∞
ε2(T − kTLSB,τ) · pT−kTLSB ,τ (T − kTLSB,τ)dτ d(T − kTLSB)

(3.24)
The integration can be partitioned into the respective quantization intervals:

〈
ε2〉 =

1
2 TLSB∫

− 1
2 TLSB

∞

∑
n=−∞

(n+ 1
2 )TLSB−T ′∫

(n− 1
2 )TLSB−T ′

[
T ′ −nTLSB

]2 1
TLSB

1√
2πστ

exp

(
− τ2

2σ2
τ

)
dτ dT ′

6 For most applications the DC error is irrelevant thus for the sake of simplicity a symmetrical
quantization error has been chosen during this calculation.
7 In some respects a Gaussian timing uncertainty is problematic. It is chosen here anyhow as it
can be easily handled during analytic calculations. The limitations of this model are discussed in
Section 3.7.
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3.4 Dynamic Performance and Effective Resolution 29

=
1√

2πστ TLSB

1
2 TLSB∫

− 1
2 TLSB

∞

∑
n=−∞

[
T ′ −nTLSB

]2

(n+ 1
2 )TLSB−T ′∫

(n− 1
2 )TLSB−T ′

exp

(
− τ2

2σ2
τ

)
dτ dT ′

=
1

TLSB

∞

∑
n=−∞

1
2 TLSB∫

− 1
2 TLSB

[
T ′ −nTLSB

]2

[
1
2

er f

((
n + 1

2

)
TLSB −T ′

√
2στ

)

−1
2

er f

((
n− 1

2

)
TLSB −T ′

√
2στ

)]
dT ′ (3.25)

where the substitution T ′ = T − kTLSB has been used. With a quantization interval
dependent probability density function pn(T ′) defined by

pn(T ′) =
1
2

er f

((
n + 1

2

)
TLSB −T ′

√
2στ

)
− 1

2
er f

((
n− 1

2

)
TLSB −T ′

√
2στ

)
(3.26)

the quantization noise power in the presence of physical noise can be expressed by

〈
ε2〉=

1
TLSB

∞

∑
n=−∞

1
2 TLSB∫

− 1
2 TLSB

[
T ′ −nTLSB

]2
pn(T ′)dT ′ (3.27)

For a nominal quantization error T ′ the probability density function pn(T ′) describes
the probability that the measurement result k + n is obtained. Figure 3.4 shows the
pdf of the quantization error for various values of the timing uncertainty στ . If στ
converges to zero, the quantization error is confined to the interval

[− 1
2 TLSB; 1

2 TLSB
]
.

For increasing timing uncertainty the quantization measurement result is more and
more pushed to neighboring quantization intervals so the probability for larger quan-
tization errors increases.
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Fig. 3.4 Probability density function of quantization error in presence of physical noise for
increasing timing uncertainty στ
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30 3 Theory of TDC Operation

Without physical noise the quantization noise power is given by eq. 3.10. This
ideal value is separated from the noise power given in eq. 3.27 according to

〈
ε2〉=

T 2
LSB

12
12

T 3
LSB

∞

∑
n=−∞

1
2 TLSB∫

− 1
2 TLSB

[
T ′ −nTLSB

]2
pn(T ′)dT ′ =

(TLSB ·RDC)2

12
(3.28)

Therewith, the resolution degradation coefficient RDC

RDC :=

√√√√√√ 12

T 3
LSB

∞

∑
n=−∞

1
2 TLSB∫

− 1
2 TLSB

[T ′ −nTLSB]2 pn(T ′)dT ′ (3.29)

describes the increase of TLSB due to physical noise. The effective number of bits of
the TDC can then be defined as

ENOBTDC := log2

(
DR

TLSB ·RDC

)
= M− log2 (RDC) (3.30)

where M is the ideal resolution for the noise free case. With this ENOB definition
the classical ADC figures of merit for area and power can be defined:

FOMP =
〈P〉

f ·2ENOB (3.31)

FOMA =
〈A〉

f ·2ENOB (3.32)

Finally, the formalism derived above can be used to compute the single-shot preci-
sion. For any position T ′ within a quantization interval, the average measurement
result is 〈

Tq(T ′)
〉

=
∞

∑
n=−∞

npn(T ′) (3.33)

and its standard deviation, i.e. the single-shot precision is given by

SSP(T ′) =
∞

∑
n=−∞

[
n− 〈

Tq(T ′)
〉]2

pn(T ′) (3.34)

The single-shot precision according to this formula is plotted in Fig. 3.5 once for a
nominal time interval that is positioned in the middle of a quantization interval and
once for a position at the border. For a timing uncertainty larger than half a LSB
there is no difference anymore and the single-shot precision increases quite linearly
with the timing uncertainty. This means that the single-shot precision describes the
timing uncertainty within the TDC pretty well.

It shall be mentioned that all derivations of this section do not take any correla-
tions between the measurement values into account. Hence, the computed ENOB is
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Fig. 3.5 Single-shot precision in dependence of the timing uncertainty inside the delay-line

a lower bound. Applications that can benefit from a correlation might achieve better
values. Furthermore the formalism above can be extended for each single step of
the TDC characteristic. Therewith, non-linear distortion is also considered by this
ENOB definition.

3.5 Timing Figures

Obviously, the measurement of a time interval takes some time. The period between
the start event and the availability of the measurement result is described by the con-
version time Tconv. If the stop event is taken as reference the delay is called latency
Tlatency. Most TDCs need some time after a measurement before a new one can be
started. This is described by the dead time Tdead . The minimum and maximum time
interval that can be measured are described by Tmin and Tmax.

3.6 Noise Shaping in Time-to-Digital Converters

So far, only TDCs have been investigated where the start signal initiates a timing
event that then propagates along the delay-line. Now it shall be assumed that a tim-
ing event is continuously propagating along a delay-line and that a measurement
is instantaneously started when the previous measurement ends. From a discrete
standpoint this means that both the start as well as the stop event are quantized.
There are multiple scenarios where this may happen. One example is a looped TDC
(ref. Section 4.2) with a timing event that is not injected on the arrival of a start
signal but continuously circulating and which is always sampled on the arrival of a
stop signal. Another example is a very long delay-line that may contain more than
one measurement interval. Finally, the gated ring oscillator described in section 5.6
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Fig. 3.6 Time interval measurement with quantized start and stop events

falls into this class of TDCs. In this context Fig. 3.6 shows a signal that carries pulse
width encoded information. Let’s assume that one measurement, namely the mea-
surement of a low phase ends at the time ti−1. The next measurement, namely the
measurement of the subsequent high phase, starts at this time instance ti−1. It ends
at the time ti that is also the start point for the next measurement and so on. Due
to the discretization in the TDC not the times ti−1 and ti but the quantized values
Ni−1TLSB and NiTLSB are measured:

ti−1 = Ni−1TLSB + εi−1 (3.35)

ti = NiTLSB + εi (3.36)

The measurement interval is thus represented by

(Ni −Ni−1)TLSB = Ti − (εi − εi−1) (3.37)

i.e. the measured interval is equal to the actual time interval Ti plus a quantization
error

ε = −(εi − εi−1) (3.38)

This quantization error is the difference of two quantization errors that arise from
delay-line sampling. Compared to a conventional TDC the quantization error has
statistically doubled but is first order noise shaped. The noise shaping reduces low
frequency noise components and shifts the quantization noise power towards higher
frequencies. For some amount of oversampling the noise power falling into the sig-
nal band is thus reduced with respect to conventional approaches.

Physical noise affects both the propagation of timing events in the delay-line as
well as the sampling process. The question is whether this noise component is also
subject to noise shaping. To investigate this, a time interval with quantized start and
stop signal is depicted in Fig. 3.7. The black curve describes the signal that would
be measured without physical noise. The gray curve describes the same signals
with all timing events shifted due to noise. The original switching instances ti−1

and ti can be described in dependence on the measurement values N′
i−1 and the N′

i ,
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Fig. 3.7 Time interval measurement with quantized start and stop event in the presence of physical
noise

the quantization errors εi−1 and εi, and the noise induced delay shifts mi−1 and mi

according to

ti−1 = N′
i−1TLSB + εi−1 −mi−1 (3.39)

ti = N′
i TLSB + εi −mi (3.40)

The measured time interval
(
N′

i −N′
i−1

)
TLSB = Ti − (εi − εi−1)+ (mi −mi−1) (3.41)

shows that both the quantization noise as well as the physical noise are first order
noise shaped.

This feature, however, is only advantageous for low frequency components, i.e.
correlated noise. If the noise component mi is given by mi−1 plus another noise
component the latter one is directly visible at the output without noise shaping.
Yet, this happens in the delay line of a TDC: Assume that each delay element i
contributes to a certain noise error ηi according to

td,i = TLSB + ηi (3.42)

These noise errors accumulate along the delay-line statistically. In a certain stage n
the cumulative time shift is

mn =
n

∑
i=1

ηi (3.43)

Consequently, the noise induced measurement error becomes

mi −mi−1 =
Ni

∑
i=1

ηi −
Ni−1

∑
i=1

ηi =
Ni

∑
i=Ni−1

ηi (3.44)
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34 3 Theory of TDC Operation

This means that all noise that is picked up between the time instances spanning the
measurement interval directly contributes to the measurement uncertainty. Thus,
noise shaping is advantageous for quantization noise as well as correlated noise
such as the measurement uncertainty arising from noise in the buffer tree of the stop
signal. Noise in the delay chain is not subject to noise shaping. It depends on the
measurement time which noise component dominates, i.e. whether a noise shaping
TDC is advantageous or not.

3.7 Process Variations in TDCs

Process and environmental variations influence the behavior of each integrated cir-
cuit thus also the performance of time-to-digital converters. Global process varia-
tions affect the respective devices on the die in the same way. Some of them jointly
affect NMOS and PMOS devices, others have only an impact on a single transistor
type. Variations that affect both transistor types are for example variations in the
oxide thickness or variations in the exposure time that leads to length and width
variations. Variations of the dose of ion implantation for threshold voltage adjust-
ment for instance affect only NMOS or PMOS devices respectively. Environmental
operating parameters like the supply voltage or the temperature have also a global
impact on the performance, at least for small circuit blocks like time-to-digital con-
verters. On the other hand local process variations (LPV) affect each single device
individually. The main reason for local variations are random dopant fluctuation and
line edge roughness. Both phenomena are noticeable especially in heavily scaled
technologies where quantization effects become visible: If the threshold voltage of a
device is set by a small number of dopant atoms, the absence or presence of a single
atom has a noticeable effect on the overall device performance. The reason for line
edge roughness is the finite grain size in the transistors’ poly-silicon gates. For large
devices the relative impact on the transistor length and width is negligible but very
small devices experience relatively large variations. In fact there is also something
in between global and local variations, namely process or environmental variations
that change across the die. These gradients become relevant on very large chips but
may be neglected for small macros such as TDCs.

In a time-to-digital converter global variations alter the gate delays in the delay-
line and the buffer tree of the stop signal. In the comparators the blackout time, i.e.
the sampling instance is shifted. Functionally this affects the TDC offset, the gain,
and the resolution. As long as the quantization error is low enough, even for slow
process conditions, the latter effect is of minor importance. The offset error appears
as a DC error that is not critical in most applications. The TDC gain, however,
describes the change of the output word per change of the input time interval, i.e.
global process variations can be modeled as a gain element cascaded with the TDC.
This has a critical impact, e.g. on control loops because the TDC gain influences
the loop dynamic. In TDC based ADCs the gain variation of the TDC affects the
absolute output value. Consequently the TDC gain has to be either controlled or
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3.7 Process Variations in TDCs 35

measured for further calibration. To control the gain of a TDC the delay along the 
complete delay-line has to be measured and compared to time reference. Depending 
on the result the delay-elements can be configured either for smaller or larger delay 
until the delay matches the reference. Beyond the fact that a tunable delay-element 
is more complex than a basic delay-cell and hence more area and power intensive, 
the resolution is reduced because of the tuning headroom. Moreover, fine-grained 
delay tuning is a step back on the way towards the digital domain. Implementation 
details of such a delay-locked loop (DLL) gain calibration are discussed in Section 
4.4.Another possibility to cope with TDC gain variations is to use digital calibration.
Therefore, the TDC is dynamically characterized by measuring a known reference
time interval TR. In a linear TDC the input time interval T and the output word B are
related according to

B = 	kT
+ Boffset (3.45)

where k is the TDC gain and Bo f f set the TDC output voltage for T = 0. This equa-
tion reveals that a single reference measurement is not enough as two unknowns
(k and Bo f f set ) have to be determined. Depending on the architecture of the TDC
under investigation several calibration strategies are possible. One is to use two
reference time intervals. Another strategy is to first measure the offset error by ap-
plying the same signal to the start and the stop terminal of the TDC. The gain is
then determined in a second step by measuring a reference time interval. For pro-
cess variations a one time TDC characterization e.g. during production test would
be sufficient. However, digital delays are strongly dependent on the operating con-
ditions, namely voltage and temperature, so the calibration has to be repeated regu-
larly, e.g. during start-up or idle periods. It is interesting that some applications like
the all-digital PLL (ADPLL) already work with normalized measurement values: In
the ADPLL architecture proposed in [34, 51, 53] for instance, the TDC is used to
interpolate one local oscillator (LO) period. This means that not the absolute time
interval but the fraction of this time interval with respect to another time interval
(the LO period in this case) is of interest. This is plausible as a PLL works on the
phase error between the LO and the reference signal and not on the absolute skew
between these signals. If the offset error Bo f f set is acquired in a first measurement,
e.g. by applying the same signal to the TDC, the relative time interval measurement
is described by

T1

T2
=

B1 −Boffset

B2 −Boffset
(3.46)

(neglecting quantization) and the TDC gain cancels out. This means that relative
time interval measurements are somehow self-calibrated and a TDC characteriza-
tion (except for the offset error) is not required. This holds particularly for TDC
architectures that are inherently offset compensated, such as the bipolar TDC de-
scribed in Section 4.1 or the continuously running TDC described in Section 3.6.

Local process variations hit the TDC at three points: At the buffer tree of the
stop signal, the delay elements in the delay-line and the sampling elements. In con-
trast to synchronous logic where local variations are averaged along combinatorial
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36 3 Theory of TDC Operation

paths, the variation of every single cell (delay element, sampling element) directly
affects the TDC converter characteristic and so the linearity. Hence, time-to-digital
converters are particularly susceptible to local variations and their effect has to be
investigated carefully.

3.7.1 Impact of Local Variations in Buffer Tree

The basic idea of a TDC is to sample the outputs of all delay elements at the same
time. As the stop signal is distributed by a buffer tree the arrival time of the stop
signal at the comparators may depend on the particular branch of the buffer tree.
One reason for this arrival time uncertainty is the deterministic skew in a buffer tree
which is not perfectly balanced. Another reason are local process variations that
cause skew even in a perfectly balanced tree. The example in Fig. 3.8 shows two
groups of delay elements together with their sampling flip-flops. A hypothetical
skew T is assumed that can be either positive or negative. The resulting TDC charac-
teristics are illustrated in Fig. 3.9. If the second group of delay elements is sampled
later than the first group, i.e. if T > 0, the step position T100 representing the inter-
face as well as all later step positions are shifted left by the time T . For a skew larger
than one TLSB this results not only in a DNL error but also in missing codes. If the
second group is sampled earlier, i.e. if T < 0, all step positions related to the second
group are shifted to the right. This causes an increased step width at the handover
point of the two groups. In a real TDC the buffer tree usually has multiple levels
of hierarchy and multiple branches. This means that the arrival time uncertainty of
the respective branches is partially correlated and the prediction of variation effects
becomes a little bit more complicated. The good news is, however, that the buffers
in the tree use large devices, so local variations are relatively small. A design coun-
termeasure to avoid skew is the use of a clock mesh8 on the last hierarchy level(s)
of the buffer tree. This increases the routing complexity and the power consumption
but makes the skew essentially zero.

start

T
stop

Fig. 3.8 Skew in buffer tree, each buffer level can cause skew in its associated branches

8 The end points of all branches of a certain hierarchy level are shorted.
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Fig. 3.9 Impact of clock skew on exemplary TDC depicted in Fig. 3.8 for the right branch sampled
later (left) and earlier (right) than the left branch.

3.7.2 Impact of Local Process Variations on Delay-Line

Local process variations cause a modification of each gate delay along the delay-
line that can be modeled by

Td,i = TLSB + εi (3.47)

where εi is the delay error that can be positive or negative. In simulations and an-
alytic calculations, εi is often modeled as a mean free Gaussian process. Although
this model is easy to implement, it has some limitations arising from the tails in the
pdf: If εi became smaller than −TLSB, which was possible with a certain probabil-
ity, the gate delay td,i would become negative. This is not compliant with the causal
switching sequence in the delay-line. Another explanation that εi cannot be Gaus-
sian distributed is the fact that the basic device parameters affected by variations
(such as the threshold voltage) are modeled by Gaussian processes. The gate delay,
however, is not a linear function of these parameters, so its pdf cannot be Gaussian.9

For the following discussion there are no special requirements for the distribution
of εi except that it is mean free.

Assuming an ideal buffer tree and ideal comparators results in the switching
times , i.e. the step positions of the TDC characteristic, given by

tn = n ·TLSB +
n

∑
i=1

εi (3.48)

If the buffer delays independently vary with a standard deviation std(εi) = std(ε)
the arrival time uncertainty after the nth delay element is characterized by the square
root law

std (tn) = std (ε) ·√n (3.49)

9 Anyhow, for the sake of simplicity Gaussian distributions are widely used for analytic investiga-
tions. This is usually acceptable but one has to be aware of the limitations.
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38 3 Theory of TDC Operation

The differential non-linearity can be calculated according to

DNLn =
tn+1 − tn −TLSB

TLSB
=

εn+1

TLSB
(3.50)

and is directly given by the delay variation of the respective delay element in terms
of TLSB. Along the delay-line variations sum up and contribute to the gain error Egain

and the integral non-linearity. The arrival time at the end of a delay-line consisting
of N delay elements is

tN = N ·TLSB +
N

∑
i=1

εi (3.51)

Therewith the gain error

Egain =
1

TLSB
[tN − t1]− [N −1] =

N

∑
i=2

εi (3.52)

can be calculated. The reference step positions t ′n for the calculation of the integral
non-linearity (INL) are

t ′n = t1 +
n−1
N −1

(tN − t1) (3.53)

The INL is then given by

INLn =
1

TLSB

(
tn − t ′n

)

=
1

TLSB

(
n

∑
i=2

εi

[
1− n−1

N −1

]
− n−1

N −1

N

∑
i=n+1

εi

)
(3.54)

To understand the meaning of this formula, it is instructive to calculate the standard
deviation of the integral non-linearity:

std (INLn) =
std(ε)
TLSB

√
(n−1)

N−n
N−1

(3.55)

Its maximum

max
n

(std(INLn)) =
std(ε)
2TLSB

√
N −1 (3.56)

occurs in the middle of the delay-line, more precisely at the position

n =
1
2

(N + 1) (3.57)

This means that the arrival time uncertainty grows with the length of the delay line
according to a square root of N law (eq. 3.49). Figure 3.10 shows this increasing un-
certainty along the delay-line. The gain error resulting from local process variations
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Fig. 3.10 Arrival time uncertainty in linear TDC before and after calibration

can be calibrated together with the gain error caused by global process variations.
After this calibration the signal arrival time at the input of the first delay element
and at the output of the last delay element is fixed. This gain compensation reduces
the maximum arrival time uncertainty by a factor

√
2. The remaining variation con-

tributes only to the INL described by eqs. 3.54, 3.55, and 3.56 which grows in pro-
portion to

√
N. Hence, with or without calibration a good linearity can be achieved

only if the length of the delay-line is as short as possible. This gives rise to the looped
TDC that is discussed in Section 4.2. Another important finding is the fact, that the
arrival time uncertainties are strongly correlated since the switching along the chain
is causal. This means that the delay variation of any delay element contributes to the
arrival time uncertainty of each delay element placed after it.

3.7.3 Impact of Local Process Variations on the Comparators

The susceptibility of the comparators on local process variations strongly depends
on their actual implementation. Qualitatively, LPV shift the trigger threshold of each
comparator so can be modeled by a voltage source in series to the respective data
input. A threshold shift of ΔV is translated into a shift of the sample time ΔT ac-
cording to

ΔT =
1
m

ΔV (3.58)

where m is the slope of the comparator’s input signal, i.e. of the signals in the delay-
line. Hence, the impact of LPVs in the comparators can be reduced by decreasing
the rise-time of the signals in the delay-line. This partly compensates for the effect
of increasing local variations in scaled CMOS technologies as the gate delays and
the signal transition times are scaled as well.
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Fig. 3.11 Meta-stability curve of comparator with or without local process variations

Figure 3.11 illustrates the sampling process in a comparator/flip-flop with and
without local process variations. The right graph shows the meta-stability curve
without variations. The setup time is given according to the conventional 10% crite-
rion. In synchronous digital circuits the setup time describes the minimum data-to-
clock delay that is possible in order to guarantee a certain clock-to-output delay. In
time-to-digital converters, however, not the delay of the comparator is of interest but
rather the question whether the comparator switches or not. The data-to-clock delay
for which the comparator barely samples a input signal is the so called blackout time
of the comparator. The comparator delay under blackout conditions is much higher
than the delay for relaxed setup conditions. If local variations in the comparator are
discussed, the variation of the blackout time has to be considered. This is shown in
the left graph of Fig. 3.11 where multiple realizations of the meta-stability curve are
overlaid.

For densely spaced signals with overlapping switching intervals variations in the
comparators may cause bubbles in the thermometer code. Large bubble induced
errors can be avoided by a digital bubble correction logic inserted between the com-
parators and the thermometer-to-binary decoder.

3.7.4 Combined Impact of Local Variations on TDCs

In this section the effects of all types of local variations shall be considered together.
The derivation is done for a basic delay-line TDC. Later it is adjusted to the vari-
ous sub-gate delay resolution concepts (in the respective sections). For the sake of
simplicity it is assumed that there is no latency along the stop tree. The stop signal
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3.7 Process Variations in TDCs 41

is considered as a global signal, so its variation causes an offset error but no local
non-linearity. The arrival time uncertainty of the stop signal is described by εs. The
blackout time is set to zero, but its local variations are considered. The start signal
shall be injected into the delay-line at the time t = 0. The stop signal occurs at the
time t = T . The arrival times of the start signal in two consecutive delay stages is
given by

tn = nTLSB +
n

∑
i=1

εi (3.59)

tn+1 = (n + 1)TLSB +
n+1

∑
i=1

εi (3.60)

The stop signal arrives at the time

ts = T + εs (3.61)

and the blackout times of the respective flip-flops/comparators vary according to

tBO
n = βn (3.62)

tBO
n+1 = βn+1 (3.63)

In the nth stage a logic high signal is sampled if

ts − tn > tBO
n (3.64)

⇔ T > ts,n := nTLSB +
n

∑
i=1

εi + βn − εs (3.65)

A similar equation holds for (n + 1)th stage, namely

ts − tn+1 > tBO
n+1 (3.66)

⇔ T > ts,n+1 := (n + 1)TLSB +
n+1

∑
i=1

εi + βn+1− εs (3.67)

These two equations can be used to calculate the differential non-linearity of the nth
stage:

DNLn =
1

TLSB
(ts,n+1 − ts,n −TLSB) (3.68)

=
1

TLSB
(εn+1 + βn+1 −βn) (3.69)

If this equation is compared to eq. 3.50 where only variations in the delay-line have
been considered, it becomes obvious that now also the blackout time variations of
both sampling flip-flops come into play. As a global stop signal is used the variation
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42 3 Theory of TDC Operation

in the stop tree cancel out.10 In summary, the actual DNL varies with a standard
deviation given by

std(DNLn) =
1

TLSB

√
std2 (ε)+ 2std2 (β ) (3.70)

Finally, the probability for a basic bubble shall be computed. This is the event that in
the nth stage a logic low signal is sampled, whereas a logic high signal is sampled
in the (n + 1)th stage. The probability of this event is maximized if the (n + 1)th
stage barely samples a logic high signal, i.e. if T = ts,n+1. This condition can be
inserted into the complementary relation of eq. 3.65. The resulting relation for the
occurrence of a bubble error is thus

εn+1 + βn+1−βn < −TLSB (3.71)

which corresponds to a negative DNL error larger than minus one LSB. The con-
sequence of this bubble depends on the system and a potential bubble correction
logic. A reasonable criterion for a robust TDC may be the demand for a differential
non-linearity that is smaller than one LSB with a three sigma confidence, i.e.

3 · std(DNL) < 1 (3.72)

This criterion will be also used for the TDCs with sub-gate delay resolution dis-
cussed in Chapter 5.

10 This is true for a clock mesh. The calculation with individual stop signals is done accordingly.
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Chapter 4
Advanced TDC Design Issues

Abstract In this chapter architectural aspects of time-to-digital converters are
discussed in detail. The design challenges are a high dynamic range, small offset
and gain error, high linearity, a small die area, and finally a low power consumption.
The time resolution is independently addressed in Chapter 5. Several architectures
are proposed that particularly focus on at least one of the design challenges. A bipo-
lar TDC allows for signed measurement without offset error. A loop architecture
enables long measurement times with reasonable area consumption. A linear loop
extension improves the linearity impairments of the basic loop architecture. For
long measurement times a hierarchical TDC system can further reduce the power
consumption. For complex measurement tasks that would require multiple time-to-
digital converters a multi-event TDC can be used to reduce the number of convert-
ers and to improve matching. An on-chip measurement and characterization engine
allows for low cost TDC characterization. Finally, a time domain quantizer is dis-
cussed that maps a discrete valued continuous time signal to a discrete time raster.

Key words: TDC Architectures, Bipolar TDC, Looped TDC, Linearly Extended
TDC, Hierarchical TDC, Two-Stage TDC, Multi-Event TDC, Time-Domain
Quantizer

4.1 Bipolar Time-to-Digital Converter

In principle a TDC has an asymmetrical structure: The start signal propagates in
the delay-line and the stop signal triggers the comparators. This means that the start
signal must arrive prior to the stop signal, i.e. only positive time intervals can be
measured. In control applications with an integrating element in the control loop,
the steady state time difference between an input signal and a feedback signal is
essentially zero. Moreover, the time difference may become negative which means
that the order of the two measurement signals is reversed. In a type II PLL, for

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 43
DOI 10.1007/978-90-481-8628-0 4, c© Springer Science+Business Media B.V. 2010



44 4 Advanced TDC Design Issues

instance, the steady state phase difference is zero and the phase detector (i.e. the
TDC in an all-digital PLL) has to measure small positive and small negative phase
errors (time differences).

If the stop signal arrives earlier than the start signal the output of a conventional
TDC is equal to zero as no signal has been injected into the delay-line yet. The
conventional approach to allow for negative time intervals is to skew the stop sig-
nal. This means that the stop signal arrives later than the start signal even for a zero
or slightly negative time interval. The main drawback of this technique is a large
unknown offset error in the TDC characteristics that is highly susceptible to process
variations and changes in the operating conditions (supply voltage, temperature).
Furthermore, the skew element causes not only additional area and power but in-
creases also the arrival time uncertainty and so the TDC’s single-shot precision due
to the intrinsic noise in the additional delay elements. A more advanced approach
is depicted in Fig. 4.1. Two conventional TDCs are connected to the measurement
signals x and y in such a way that the forward TDC measures the time interval
x → y and the reverse TDC the time interval y → x. Neither of the TDCs has to
measure negative time intervals. The bipolar output signal is obtained by subtract-
ing the output signal TDCx→y of the forward TDC and the output signal TDCy→x

of the reverse TDC. As shown in Fig. 4.3 this yields a bipolar TDC characteris-
tic without offset error (assuming two identical TDCs and negligible local process
variations). Usually a TDC allows for slightly negative time intervals due to the
latency along the buffer tree of the stop signal. This enables a reasonable overlap
region between the measurement intervals of the two TDCs. In this overlap region
both TDC outputs T DCx→y and T DCy→x vary with the time interval. Thus the TDC
gain is doubled with respect to the gain obtained for large positive or negative time
intervals. For applications where this non-linearity is an issue the implementation
example of Fig. 4.2 can be used. As soon as one TDC delivers a zero output the

forward TDC

reverse TDC

y
x

Fig. 4.1 Basic bipolar TDC

reverse TDC

forward TDC = 0 ?

= 0 ?

x
y

x2/1

Fig. 4.2 Bipolar TDC with non-linearity correction
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y

x

no offset error

offset error

TDCy−>x TDCx−>y

TDCy−>x TDCx−>y

TDCx−>y − TDCy−>x

ΔT = ty − tx

ΔT = ty − tx

Fig. 4.3 Operating principle of a bipolar time-to-digital converter

overall output signal is doubled. This is a trivial correction that can be done in the
digital domain with low overhead.

Each of the two sub-TDCs has to measure only half the time interval of the con-
ventional approach with skew element. Hence the overall length of the delay-lines
and so the area consumption is not increased. The subtraction of the two measure-
ment results is done in the digital domain and causes negligible area and power
overhead.

4.2 Looped Time-to-Digital Converter

The TDCs discussed so far are so called linear TDCs as they consist of one or more
feed-forward delay-lines without any feedback. The length of these delay-lines and
so the area of the TDC grow with the maximum time interval to be measured. There-
fore, very long time intervals require large area. This can be avoided by looped TDC
architectures (ref. Fig. 4.4) where a short delay-line is bent into a loop and traversed
several times by the start event. As the start signal is fed into the delay-line again,
when it has reached its end, the expression “reference recycling” is sometimes used
to describe looped TDCs. A counter determines how often the delay-line has been
passed by the start event before the TDC is stopped. The counter value Bcnt is then
a coarse quantization of the time interval and the one-zero transition in the ther-
mometer code provided by the (short) delay-line describes the position within one
counter interval, i.e. the fine resolution BT DC. The overall measurement value B can
be calculated according to

B = M ·Bcnt + BTDC (4.1)

where M is the number of delay elements within the delay-line.
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stop

start
loop

counter

Fig. 4.4 Principle of looped TDC architecture

The start event is injected into the loop via a input multiplexer that passes either
the external start signal or the feedback signal to the first delay element of the line.
A control unit organizes the measurement as follows: First the multiplexer connects
the input to the delay-line to enable the injection of the start event. The start event
can be either a rising or falling signal transition or a pulse. As both is possible the
expression “timing event” is used throughout this chapter.1 When the start signal
has entered the delay-line completely the multiplexer is toggled and waits for the
start event emerging at the end of the line. The start event circulates in the loop
until the measurement is stopped. On the arrival of the stop event the delay-line
and the counter are sampled and the TDC is prepared for the next measurement.
Therefore, the multiplexer is connected to the input, the old timing event is removed
from the delay-line and the comparators are prepared for a new comparison (e.g.
pre-charged). The most critical part during this control cycle is the detection of the
stop event. The reason for this is the fact that the timing event in the loop and the
stop signal are completely asynchronous. Hence, the control logic must detect the
relative position of the timing event in the loop with respect to the stop event in
order to generate appropriate control signals. The detection of the stop event and
the generation of the control signals for the counter requires some time. To work
correctly, the counter itself needs a signal with a pulse width not smaller than a
certain minimum width at its clock input. These two observations mean that the
counter may be disabled only if the timing event circulating in the loop has not yet
reached the counter and if it is still sufficiently far away. If the counter cannot be
disabled a further counting event happens and a digital correction is required later
on. Figure 4.5 shows a technique to stop the counter reliably. Assume that the timing
event is a pulse circulating in the loop. This pulse is used to sample the stop signal
twice: Once in flip-flop A and a second time in flip-flop B. If the stop signal occurs
while the pulse is in the right part of the delay-loop there is enough time to turn off
the counter. This is the case if the stop signal is first sampled by flip-flop B and later
by flip-flop A. In the other case, i.e. if the stop signal occurs while the pulse is in the
left part of the loop, it is not possible to turn off the counter anymore. Hence, the

1 In the general case the delay along the delay-line is different for rising and falling transitions. In
the sampling elements, i.e. the comparators, there is also an asymmetry for sampling of a high or
a low signal. Hence a pulse is preferable compared to signal transitions, especially in technologies
with strong process variations.
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Fig. 4.5 Stop signal detection in looped TDC

counter value is incremented and is turned off not until the pulse has reached flip-
flop A. It depends on the thermometer code whether the last increment was justified
or not: If the most significant bit of BTDC is not set, i.e. if the stop occurs while
the pulse is in the upper left region, a full loop cycle has been completed and the
counter value is correct. If the stop signal occurs while the pulse is in the lower left
region, however, the loop cycle has not been completed and the counter value must
be decremented by one. It shall be mentioned that a LSB error in the counter has
to be avoided under all circumstances as a LSB of the counter represent an error of
N ·LSB where N is the number of elements in the loop. For a delay loop with 128
delay elements, for instance, 7 bits come out of the delay-line and all higher bits
come from the counter. Consequently, a failure in the counter means a false 8th bit,
which is a huge error.

While the circuit of Fig. 4.5 allows for reliably stopping the loop counter, the
sampling flip-flops themselves are critical due to the asynchronous start and stop
events: Suppose a circuit where the timing event in the loop is used to sample the
stop signal. When the stop signal occurs, it is sampled by the flip-flop and the con-
trol logic turns the counter off as described above. If the time interval is increased
slightly the stop event moves nearer to the timing event that clocks the flip-flop. As
there is no constraining possible between the timing event in the delay-line and the
stop signal a violation of the setup condition of the flip-flop is unavoidable. Hence,
for certain measurement intervals the sampling flip-flop runs into its meta-stable
state and its delay becomes long and unpredictable. This can lead to the follow-
ing situation: A time interval is measured repeatedly and the stop signal is sampled
properly. Then the time interval is increased slowly. The stop signal moves nearer
and nearer to the sampling signal and the delay of the sampling flip-flop grows with
an increasing rate. For some time intervals one of the sampling flip-flops runs into
meta-stability and the control logic fails. Some applications are immune against oc-
casional upsets. Others rely on each single measurement value and require an even
more complex control logic that detects and eliminates meta-stability.
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Area consumption is just one reason to go for looped TDCs. Another one is the
growing arrival time uncertainty in delay-lines with strong local process variations
(ref. Section 3.7.2). Figure 4.6 shows various scenarios: Without local process varia-
tions the signal arrival time at a certain position within the delay-line grows linearly
with the number N of the respective element. In the presence of local variations
there is a arrival time uncertainty that grows according to the

√
N–law derived in

eq. 3.49. Using gain compensation either by digital calibration or a controlled delay-
line (ref. Section 4.4) forces the end-point of the delay-line to its ideal position.
The

√
N-curve is thus bend and the maximum error is reduced by a factor of

√
2.

A much bigger advantage yields the reduction of the number of delay elements: In
short delay-lines only a few local variations can accumulate and the high dynamic
range is achieved by a looped architecture. In the ideal case the arrival time uncer-
tainty is reduced by a factor of

√
LF where the length of the delay-line is reduced by

the loop factor LF . However, the loop structure itself causes some linearity errors:
The reason for this is the difficulty to bend a delay-line into a loop geometry without
causing layout asymmetries. Even if half of the delay-line goes into one direction
and the other half into the opposite direction the wiring at the bending points is long
enough to cause visible non-linearity. This is particularly challenging in TDCs with
sub-gate delay resolution in the order of some pico-seconds. The other source of
non-linearity is the input multiplexer that has another delay than all the other de-
lay elements in the loop. By replacing all delay elements by multiplexers with one
input connected to the loop and the other one used as a dummy input this problem
can be circumvented. However, area and power consumption are increased and the
resolution is degraded. In practice there is a trade-off between non-linearity caused
by a long delay-line and the structural non-linearity from the loop itself. The latter
one can be reduced by a careful layout and reasonable sizing of the multiplexer. An
advanced architecture that measures and eliminates this non-linearity is proposed in
the following section.

Tian_Yi
高亮

Tian_Yi
高亮

Tian_Yi
高亮



4.3 Linearly Extended TDC Loop 49

In principle a looped TDC allows for arbitrary long time intervals to be mea-
sured. In practice, however, there is always a certain asymmetry in the delay-line,
especially in the case of a looped architecture. This gives rise to parasitic pulse
shrinking (or growing) that shortens the circulating timing event until it vanishes
completely. The reason for this pulse shrinking is explained in Section 5.4 using
the example of the pulse-shrinking TDC. Pulse-shrinking is an unwanted effect in
all TDCs (except for the pulse-shrinking TDC that is based on intentional pulse-
shrinking) and limits the maximum measurement interval. The looped TDC with
linear extension can also solve this problem and is discussed next.

4.3 Linearly Extended TDC Loop

As discussed in the previous section the looped time-to-digital converter would be
a perfect architecture for high dynamic range and good linearity if there was no
asymmetry caused by layout and the coupling multiplexer. It is the intension of time-
to-digital converters to measure time intervals with a picosecond resolution. The
linearly extended TDC [18] uses this accurate measurement capability to actually
characterize the delay asymmetry in the feedback loop itself and to correct it later
on in the digital domain. In Fig. 4.7 the basic concept is illustrated schematically.
The TDC consists of two linear delay chains namely the main TDC and the extender
TDC. The main TDC is functionally configured in a loop structure. However, this
loop structure does not reflect in a loop structure in the layout. The output signal is
coupled from the output to the input of the main TDC without paying attention to the
delay along this feedback path. When the measurement is stopped while the timing
event passes the feedback loop, not the timing event itself but a redundant timing
event (namely a copy of the original timing event) that propagates in the linear
extension, i.e. the extender TDC, is used. Therewith, the measurement accuracy is
decoupled from the delay in the feedback path and so from any asymmetries. As no
carefully designed layout is required anymore automatic generation and place and
route of highly accurate TDCs becomes possible.

The feedback does not disturb the linear signal propagation between the main
TDC and the extender TDC because a small decoupling inverter is used. All other

start

redundant thermometer code to binary conversion
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main TDC extender TDC

stop
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Fig. 4.7 Principle of linearly extended TDC loop
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delay cells also possess such an inverter to provide various delayed versions of the
timing event for control purposes.

The insensitivity to the feedback delay allows for the insertion of additional gates
without degrading the TDC linearity. The insertion of a pulse generator at the input
of the first delay line is particularly advantageous because it generates a fresh pulse
with a well defined width not only at the beginning of the measurement but also
after each loop cycle. For linearity reasons conventional TDCs cannot use such a
pulse generator because it causes a serious discontinuity in the signal delay. A pulse
is only generated at the beginning of the measurement and then circulates through
the loop until a stop signal occurs. Due to parasitic pulse shrinking the pulse width
diminishes. After some cycles the pulse has vanished completely and the maximum
measurement interval is reached. In the linearly extended TDC with pulse generator
the pulse width is restored after each cycle so in principle arbitrary measurement in-
tervals are possible. The only factor that limits the maximum measurement interval
is the range of the loop counter which can be easily adjusted.2

4.3.1 Operation and Calibration of Linearly Extended TDC

The purpose of the extender TDC is to continue the measurement linearly while the
original timing event passes the feedback loop. Therefore, its measurement range
can be smaller than the range of the main TDC. Three different cases can be distin-
guish after stopping the TDC:

1. A timing event is detected in the main TDC but not in the extender TDC. In this
case the timing event has already run out of the extender TDC and the quantized
measurement time interval can be calculated from the main TDC according to

td = N · tL + N1 ·TLSB (4.2)

where tL is the delay of one complete loop cycle including the feedback, N is the
number of loop cycles, and N1 is the measurement value from the main TDC.

2. A timing event is detected in the extender TDC but not in the main TDC. Now,
the original timing event is somewhere in the feedback loop and cannot be used
for non-linearity reasons. In the extender TDC there is a linearly propagating
redundant timing event so the measurement result is

td = N · tL +(max(N1)+ N2)TLSB (4.3)

where N2 is the measurement value from the extender TDC and max(N1) is the
length of the main TDC, i.e. the interval measured by the main and the extender
TDC corresponds to the complete delay chain of the main TDC plus some delay
stages in the extender TDC.

2 Physical noise accumulates during the TDC measurement, i.e. a functional limitation of the max-
imum measurement interval is the noise specification of the overall system using the TDC.
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3. A timing event is detected in both the main and the extender TDC. In this case the
original timing event has already passed the loop but the redundant timing event
is still seen by the extender TDC. The measurement value is then computed either
as in the first or as in the second case. However, this case can be used to calculate
the loop delay tL including the discontinuous feedback. The required algorithm
is described next.

In case 3, both TDCs provide measurement values, namely N1 and N2. If there was
no delay in the feedback path, N1 would be equal to N2. As the feedback path and the
pulse generator cause an unknown delay which is not a multiple of the TDC’s unit
delay TLSB, N1 and N2 differ and the loop delay is given by N2 −N1. As both TDCs
provide quantized measurement values this difference is actually not the exact loop
delay tL but a rough estimation. Averaging over many of these differences acquired
for all measurements where a timing event is detected in both TDCs yields the exact
loop delay tL. This can be seen when the quantization errors are included in the
computation: Starting from the branching point B (ref. Fig. 4.7) where the feedback
path and the path into the extender TDC spread, the time interval T ′ represented by
the output values of the TDCs can be written as

T ′ = t f eedback +(N1 + ε1)TLSB = (N2 + ε2)TLSB

0 ≤ ε1 < 1

0 ≤ ε2 < 1 (4.4)

N1 and N2 are the TDC output values and ε1 and ε2 are the quantization errors.
In general the feedback delay t f eedback is not a multiple of the quantization time
TLSB, i.e. the unit delay in the TDCs. Figure 4.8 illustrates the quantization errors
of the two TDC measurements for a non integer loop delay with a fractional part d.
Considering one step where both TDCs produce a measurement value, the quanti-
zation errors can be written as

ε2 =
t

TLSB
0 ≤ t < TLSB

ε1 =

{
t

TLSB
+(1−d) 0 ≤ t < d ·TLSB

t
TLSB

−d d ·TLSB ≤ t < TLSB
(4.5)

where t describes the position within the quantization interval. The feedback delay
can be calculated according to

t f eedback = (N2 −N1)TLSB +(ε2 − ε1)TLSB = (N2 −N1)TLSB + ε ·TLSB (4.6)

with a quantization error

ε = ε2 − ε1 =
{−(1−d) 0 ≤ t < d ·TLSB

d d ·TLSB ≤ t < TLSB
(4.7)
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Fig. 4.8 Quantization error for the computation of the feedback delay

The mean value of this quantization error

< ε >= −d ·TLSB · (1−d)+ (1−d)TLSB ·d = 0 (4.8)

vanishes, i.e. the exact feedback delay t f eedback can be calculated according to

t f eedback = 〈N2 −N1〉TLSB (4.9)

The loop delay is then given by

tL = max(N1) ·TLSB + t f eedback = (max(N1)+ 〈N2 −N1〉) ·TLSB (4.10)

If this calibration process runs in the background during the regular TDC opera-
tion the quantization error is sufficiently randomized, i.e. the averaging is feasible.
Theoretically, the computed feedback delay and so the linearity are perfect, even
if the delay varies during operation due to altering voltage and temperature condi-
tions. In practice the achieved accuracy depends on the number of bits used for the
computation. The effort for the background calibration is in the order of 1k gates.

Figure 4.9 shows exemplary histograms of the TDC output values for equally dis-
tributed input time intervals. The upper histogram refers to a conventional looped
TDC with asymmetry in the feedback path due to the input multiplexer and layout
asymmetries. The lower histogram shows the output data of the same TDC but now
with active linearly extended loop. The implemented additional accuracy for the dig-
ital background calibration is two bits. The original histogram shows an increased
probability for measurement intervals corresponding to multiples of the loop delay.
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Fig. 4.9 Exemplary histograms of output data of a conventional looped TDC (upper histogram) and
a looped TDC with linear extension (lower histogram) for equally distributed input time intervals

This is due to the fact that the timing event takes more than TLSB to pass the feedback
and the input multiplexer. Hence more measurement events fall into the correspond-
ing bins. The background calibration removes this increased probability, by using
the linear extension for the measurement of the problematic intervals. This reflects
not only in a flat histogram, but also in a stretching along the x-axis. The reason for
the stretching is the fact that the feedback path now accounts with its actual delay
and not with just TLSB.

4.4 Delay-Locked-Loop Based TDC

Time-to-digital converters are based on digital delay elements which, unfortunately,
depend on process variations, temperature, and supply voltage (PVT variations).

Hence, a basic TDC can provide only a qualitative measurement in terms of one
inverter delay, for instance. For absolute time interval measurement a calibration
step is required before the measurement. If an absolute time interval measurement
without calibration is of interest, the DLL (delay-locked loop) regulated time-to-
digital converter can be used. This approach is particularly advantageous if a given
reference time interval has to be subdivided into a given number of sub-intervals
(ref. Section 4.8). The basic concept is illustrated in Fig. 4.10. A periodic start sig-
nal is injected into the delay-line. After each delay element a skewed copy of the
original start signal is available. The signals at the input and at the end of the delay-
line are fed to a phase detector that compares the phase of these two periodic signals.
For the sake of simplicity it shall be assumed that approximately one period of the
periodic start signal fits into the delay line. If the rising edge of the signal tapped
from the end of the delay-line exactly occurs when the input signal rises, the de-
lay along the line corresponds to the period of the start signal. If the rising edge at
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Fig. 4.10 Block diagram of time-to-digital converter embedded in DLL

the output node start’ occurs prior to the rising edge of the start signal, the delay
along the delay-line is too small. In the other case the delay is too large. Ideally, the
phase detector provides a signal that is proportional to the time difference between
the two rising edges. This information is used to control the delay of the individual
delay elements. As the output signal contains not only skew information but also
some higher frequency components a loop filter (low-pass filter) is required after the
phase detector. For a vanishing phase difference in steady state the loop filter needs
an integrating component. This integrating component is usually implemented as a
charge pump (for analog implementations). Obviously, the dynamic of this closed-
loop configuration can be adjusted by the poles and zeros of the loop filter.

In principle the DLL can be designed for more than one reference period in the
delay-line. Usually, this has no advantage. However, a risk of control loops such
as the DLL is a phenomenon called false locking: A basic phase detector only
compares the arrival times of its input signals but has no idea about potential sig-
nal transitions within the delay line. Hence it can happen that the delay-line is in-
tended to contain a single period but in fact contains two reference periods. To avoid
false locking a more complex phase comparator, namely a phase-frequency detec-
tor, can be used. Alternatively a watchdog circuit can monitor the signals within the
delay-line.

The delay of each delay element can be tuned by its supply voltage. The gain of
this control mechanism (voltage-to-delay transfer function) is very high. However,
the implementation is challenging as the complete supply current of the delay-line is
drawn from the controlled node. This means that the charge pump has to be designed
for large and highly varying load currents. If the supply voltage is used for delay
tuning it may be advantageous to use a LDO instead of a charge pump for the supply
voltage generation. This requires enough voltage headroom for the drop-out device.
Another approach uses series transistors to starve the supply current of the delay
elements. As shown in Fig. 4.11 such devices can be inserted either at the power
or at the ground side or even at both sides. The advantage is that now the gates of
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Fig. 4.11 Current starved inverters as tunable delay elements: Footer device (left), header device
(middle), or both (right)

the series transistors are connected to the controlled node voltage. Thus, the output
of the charge pump is only capacitively loaded which simplifies the control loop
considerably and also reduces the overall power consumption. If a very wide tuning
range of the DLL is required a coarse setting can be done by connecting more or less
delay elements in parallel or by connecting more or less capacitance to the outputs
of the delay elements. Fine tuning may be achieved with the techniques described
above.

Finally, it has to be understood that the delay tuning always reduces the resolution
of the TDC. This is simply because of the fact that linear operation of the control
loop requires some tuning headroom towards both direction, i.e. towards slower and
faster delay. Both analog or digital implementations of the control loop are possible.
Currently, analog implementations are predominant. A system constraint of the DLL
regulated TDC is the fact that the start signal has to be periodic. This requirement is
very well fulfilled in digital PLLs for instance. If the start signal is not periodic (at
least in average) the DLL approach is only possible if a periodic reference signal is
provided to the system during regular calibration intervals.

4.5 Hierarchical Time-to-Digital Converter

The TDCs discussed so far measure the complete time interval with the full resolu-
tion. This causes a high power consumption especially for the high-resolution TDCs
discussed in Chapter 5. Consequently, the measurement of long time intervals be-
comes unattractive. For long intervals the power can be significantly reduced by a
hierarchical approach such as that depicted in Fig. 4.12. A coarse time-to-digital
converter quantizes the input time interval coarsely. This can be done with a rela-
tively short, so area and power inexpensive, delay-line. To avoid a large quantiza-
tion error the residue is injected into a second TDC for fine quantization. This TDC
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Fig. 4.12 Principle of the Hierarchical TDC [44] based on a coarse time quantizer, a controllable
coupling stage followed by a fine time quantizer

(fine TDC) has a much higher resolution, but a small dynamic range, which in the
ideal case is equal to the quantization interval of the first TDC. It is obvious that
this architecture can reduce both area and power: The first stage due to the coarse
quantization and the second stage due to the small dynamic range. Both stages are
coupled by a large multiplexer logic. This multiplexer is the reason why the theoret-
ically simple and advantageous hierarchical TDC architecture is very challenging to
implement. For the injection of the residue time interval into the fine TDC the one-
zero-transition in the coarse TDC has to be detected first (or at least the position has
to be estimated). This causes not only control overhead but means also some latency
that has to be compensated by additional delay elements in the stop path between
the first and the second TDC stage. Additional delay elements always mean addi-
tional variability, additional power, and additional noise. Hence, the overall latency
and so the number of compensation elements must be kept as small as possible.
For slowly varying signals, the results from previous measurements can be used to
determine the tap of the coarse TDC. This reduces the timing requirements for the
control logic and the overall latency.

From a delay perspective, a multiplexer is not symmetrical with respect to its
inputs. Even if the topology is completely symmetrical, for instance by using a
wired-NOR structure, the layout and the wiring between the first TDC stage and the
multiplexer unavoidably introduce some asymmetry. The wiring is particularly dif-
ficult as each input signal originates from another delay element, i.e. from another
geometrical location. These effects cause a systematic non-linearity that makes the
hierarchical approach unattractive for practical applications. To take advantage of
the hierarchical TDC architecture anyhow, the number of coupling paths between
the first and the second stage has to be reduced as much as possible. In the ideal case
only a single coupling path exists. The upper schematic in Fig. 4.13 demonstrates
this approach. The first stage consists of a very short delay-line that is coupled to
the second converter stage at a single position. To achieve a high dynamic range
in the coarse stage, the delay elements are configured in a conventional loop struc-
ture. The circulating timing event is injected periodically into the fine TDC. On the
arrival of the stop signal both the coarse and the fine delay-lines are sampled. The
leftmost transition in the fine TDC represents the actual measurement. If more than
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Fig. 4.13 Hierarchical TDC where the interface between the first and the second stage is reduced
to a single signal. Straight forward approach (top), activity optimized approach (bottom)

one transition fit into the fine TDC the resulting period information can be used to
calibrate the first and the second TDC stage against each other. This is required as
the relative delays of the delay elements in the first and the second stage are not
known. While the linearity of this interface optimized TDC is very good the power
consumption is still high. This is due to the fact that in each cycle of the coarse
TDC a new timing event is injected into the fine TDC. These timing events cause
switching activity and so dynamic power consumption.

An improved hierarchical architecture is illustrated by the lower schematic of
Fig. 4.13. In this approach not the periodically cycling timing event of the coarse
stage but the global stop signal serves as the start signal for the fine TDC. Hence,
only a single timing event per measurement propagates along the fine delay-line and
the power consumption is reduced considerably. The timing event circulating inside
the coarse TDC stops the measurement when it traverses the interface node for the
first time after the arrival of the global stop signal. This causes similar challenges
as the disabling of the counter in the looped TDC. The stop signal must be detected
and the following timing event in the coarse loop must be passed to the fine TDC.
Due to the asynchronous timing between the circulating signal and the stop signal
latency and meta-stability in the control logic are serious design challenges.

The fine TDC needs a dynamic range that corresponds to the period of the oscil-
lation in the coarse TDC.3 As the latter one is designed for low power and so low
resolution the period is usually quite high. To avoid an excessive area consumption
in the fine TDC a compromise between the architectures in Figs. 4.12 and 4.13 can
be found. In Fig. 4.14 an exemplary TDC is given that uses a loop of four coarse

3 Latency in the control circuit requires an even higher dynamic range.
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Fig. 4.15 Signal diagram of proposed hierarchical TDC of Fig. 4.14

delay elements. Each output is connected to the fine TDC via a 4:1 multiplexer. The
number of delay elements and so the fan-in of the multiplexer is small enough to
enable symmetrical layout. The use of four phases reduces the dynamic range of the
fine TDC to one fourth of the coarse oscillation period. A complex meta-stability
immune control logic monitors the global stop signal and selects the most appropri-
ate phase of the coarse stage. The second stage comprises a linear high-resolution
TDC. As depicted in Fig. 4.15 the output word of the hierarchical TDC is calculated
according to

Bout = Bcnt +
1
4

Bphase +
(

1
4
− 1

4
κBFT DC

)
(4.11)
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Bcnt is the value of the loop counter, Bphase the number of the phase that has actu-
ally stopped the fine TDC, and BFT DC is the measurement result of the fine TDC.
The relative calibration of the first and the second stage reflects in the coefficient κ
(internal calibration).

4.6 Multi-Event Time-to-Digital Converter

Most applications do not require the measurement of isolated timing events but
consecutive measurement of multiple events or even overlapping events. The draw-
back of most of the advanced TDC architectures described so far is the dead time
after a measurement. This prevents the system from starting a new measurement
simultaneously to the stopping of the previous measurement. Figure 4.16 describes
an exemplary application where the timing information contained in a pulse width
modulated signal (PWM signal) shall be extracted. As indicated below the figure
there are two ways of extracting the full information contained in the signal: The
first possibility is to start a first measurement at the time t1, a second measurement
at the time t2, and to stop both measurements at the time t3:

Measurement 1: t1 → t3
Measurement 2: t2 → t3

This means that in the interval [t2; t3] two measurement run simultaneously. In the
next PWM cycle the same measurements have to be performed, i.e. both of the
measurements currently considered end at the time t3 and a new one has to be started
immediately.

For the second measurement strategy a first measurement is started at the time t1
and stopped at the time t2. A second measurement runs in between t2 and t3:

Measurement 1: t1 → t2
Measurement 2: t2 → t3

alternatively

stop_1 & restart

stop_2 & restart

t3− t1

t1 t2 t3 t

t2− t1

start_2start_1

start_1 stop_1

Fig. 4.16 Application scenario with multiple events measured simultaneously or consecutively
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In this case there are no simultaneous measurements but each measurement is started
at the same time instance where the previous measurement ends.4 If the utilized
time-to-digital converters have a dead time, two TDCs have to be used in a time in-
terleaved manner. The first approach requires even three devices. In principle, these
concepts can be easily implemented but result in a considerable area consumption.
The major disadvantage, however, becomes visible if a mismatch between the var-
ious TDCs exists: Time domain multiplexing means that multiple TDCs are used
periodically. If these TDCs have slightly different properties, e.g. a slightly differ-
ent gain, a periodic error arises in the measurement result. Any periodic error leads
to spurious tones in the spectrum of the output signal. Thus, applications such as
data converters which are sensitive to tones, require even more time-to-digital con-
verters to scramble the mismatched TDCs (mismatch shaping).

The multi-event time-to-digital converter [15] is an alternative approach that has
the capability to measure multiple timing events in parallel as well as to start new
measurements instantaneously. Therefore, only a single delay-line configured in a
loop is required. The basic principle is illustrated in Fig. 4.17. The actual TDC is
described by the thick loop. The bullets indicate the delay elements. For the sake of
simplicity the loop counter(s) and the sampling elements are not drawn. Unlike the
conventional looped TDC there are two inputs to inject timing events into the loop.
The positions in the loop that are connected to the inputs are called injection points.
The timing events are pulses generated by pulse generators which are inserted into
the two input paths. The loop itself comprises check points before and after each
injection point. When a timing event comes near to a certain injection point the
checker before this injection point sets a ‘block’ signal. This ‘block’ signal is reset
as soon as the timing event leaves the region around the respective injection point

inj_2

injection
point_2injection

point_1
ckp_2

ckp_3ckp_4

inj_1

ckp_1

Fig. 4.17 Principle of multi-event TDC with two injection points

4 Alternatively a measurement can be started at the time t1 and stopped both at time t2 and time
t3. This means that the state of the delay-line and the loop counter has to be sampled twice before
the timing event is actually removed from the loop. This causes considerable non-linearity due to
layout challenges as two comparators have to be placed and connected closely and symmetrically
to the delay elements. Moreover, the requirement to start a new measurement instantaneously for
the next period of the PWM signal persists.
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again. This is accomplished by the check point after the injection point. The oper-
ation of the multi-event TDC is as follows: If a start signal occurs the control logic
chooses an appropriate injection point and inserts a timing event into the loop. On
the arrival of a new start event another timing event, namely another pulse, is in-
jected into the same loop. The two (or more) pulses circulate independently within
this single loop. ‘Appropriate injection point’ means that there is no other timing
event in the vicinity of the respective injection point. The ‘block’ signals discussed
above provide this information, i.e. disable a certain injection point while another
timing event is passing by. This injection strategy is crucial as the two timing events
could not be distinguished anymore if they interfered during the injection or at any
time during the measurement.

The control challenge of the TDC is to select the injection points and to keep
track of which pulse belongs to which measurement. The latter means that the se-
quence of various pulses inside the loop must be processed by the control logic.
As long as there is a single pulse inside the loop a loop counter sees one trigger
event within the loop cycle time. As soon as there is another event in the loop two
trigger events occur in the same time interval. The control logic is then responsible
to calculate how many loop cycles each pulse has completed. This can be done by
multiple counters that are enabled just in the right moment by the control logic or
by a single counter that is sampled before a new timing event is inserted into the
loop. The sequence of the pulses is also important to assign the transitions in the
pseudo thermometer code to the respective measurement. Of course the concepts
can be extended for more than two injection points.

A timing diagram is given in Fig. 4.18 to review the operating principle again.
At the beginning there is no pulse in the loop. On the arrival of the first start signal
a timing event is injected. The control logic chooses injection point number one
and blocks it immediately. The pulse starts cycling in the loop. On the arrival of the
second start signal the first injection point is locked, so the control logic chooses
the second one for the injection of the new event (thick pulse). Both pulses circulate
without any interference. On the arrival of the stop signal the control logic computes
the two measurement values by evaluating the pseudo thermometer code and the
loop counter(s).

The open question is now what happens to the pulses after the measurement
has been completed. They cannot persist inside the loop as the latter would over-
flow with new pulses. On the other hand the complete loop cannot be reset as for

ckp_2

ckp_4
ckp_3

start_1

start_2

blk_1
blk_2
ckp_1

Fig. 4.18 Timing diagram describing the principle of the multi-event TDC
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Fig. 4.19 Multi-event TDC with one partial-reset-zone highlighted
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Fig. 4.20 Application scenario of the multi-event TDC with partial reset feature

consecutive measurements a new timing event is injected right when the previous
measurement is stopped. A strategy to remove old pulses from the loop is the so
called partial reset strategy that is illustrated in Fig. 4.19. Assume that a new mea-
surement shall be started and that all old pulses shall be removed. For instance, if
the control logic selects the first injection point, for the injection of the new timing
event, it is assured that there is no timing event in the region between checkpoint
ckp4 and ckp1 (counterclockwise). By forcing the outputs of all delay elements in
the zone between ckp1 and the first injection point to zero (again counterclockwise)
all pulses except the one just injected are eliminated. This is a partial reset as only a
fraction of all delay elements is forced to zero. Depending on the injection point, the
control logic determines a suited reset zone. A timing diagram for the reset mecha-
nism is shown in Fig. 4.20: A pulse width encoded signal is measured by starting a
measurement on each rising edge of the PWM signal. The measurement is stopped
twice, namely on the falling and on the next rising edge. Additionally, the next mea-
surement is started on the next rising edge by injecting a new timing event. In the
example injection point two is chosen and the corresponding partial reset zone is
activated in order to remove all old timing events.

The advantage of the multi-event TDC is a considerably reduced area, but the
control logic becomes more complicated. The main benefit, however, is the fact that
only a single delay-line is used, so there is no mismatch. A certain asymmetry exists
because of the different injection points. For long measurements this asymmetry
becomes relatively small. Moreover, the signal statistic itself randomizes this
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asymmetry, as it depends on the input signal which injection point is chosen. If this
natural randomization is not sufficient a pseudo-random generator inside the control
logic can be used to select one among multiple (non-blocked) injection points.

4.7 On-Chip Test and Characterization Engine

In Section 3.7 it has been described, that the gain and the offset error can be deter-
mined by two independent TDC measurements. To acquire the full converter char-
acteristic, however, all possible input time intervals have to be applied as test time
intervals to the TDC input. These time intervals must be reproducibly provided with
a picosecond resolution. Two independent signal generators with a fixed skew are
not feasible to produce the start and the stop signals because independent signal
sources have uncorrelated jitter. Hence, the test time interval that should be actually
constant varies according to the statistical sum of the two jitter processes. A single
signal source can be used together with a tunable delay element to derive correlated
start and stop signals. External measurement equipment that allows for delay tuning
with a picosecond resolution is relatively expensive. Digital standard test equip-
ment can definitively not be used. Hence, measuring a TDC characteristic under
laboratory conditions is possible, but for production test, or even self-test during the
system life time, an alternative solution is required. An on-chip measurement and
characterization engine build of standard CMOS logic cells is depicted in Fig. 4.21.
The time-to-digital converter to be tested is enclosed in the gray box. The circuitry
in the dashed gray rectangle shall be neglected first. The remaining circuit serves as
a stimulation engine for the TDC. A common characterization pulse is injected into
two delay-lines. The outputs of these delay-lines are connected to the start and the
stop inputs of the TDC, respectively. The first delay-line which is connected to the
start terminal has a fixed length. It consists of N multiplexers followed by a chain
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Fig. 4.21 On-Chip measurement and characterization engine for TDCs
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of C2MOS buffers. The footer and header devices of these buffers are connected
to VDD and VSS, respectively. The second delay-line is connected to the TDC’s stop
terminal. Additional buffers can be inserted into the delay line for coarsely skew-
ing the stop signal against the start signal. The C2MOS buffers in the second part
of the delay-line have now analog control voltages at the gates of the header and
footer devices. Hence, the delay in this buffer chain and so the skew between the
start and the stop signal can be tuned in a fine grained way. A control logic can
gradually sweep the stop signal against the start signal and acquire the correspond-
ing TDC measurement values. A coarse sweep is done by inserting additional de-
lay elements and a fine grained adjustment is done by control voltages in the final
delay-line. This measurement allows for a quasi-continuous acquisition of the com-
plete converter characteristic. The problem is, that this characteristic only describes
the relative TDC behavior, as the absolute skew, i.e. the time interval leading to a
certain TDC output, is not known. To map the TDC characteristic to an absolute
time axis the stimulation circuit has to be characterized. Therefore, the sub-circuit
in the dashed gray box comes into play. It consists of a frequency divider with large
divider factor N, two counters, and some arithmetic logic. For each setting of the
two delay-lines, the lines are configured as ring-oscillators. Pulsed ring-oscillators
are particularly advantageous in order to get insensitive against any difference be-
tween rising and falling propagation delays. The oscillation frequencies correspond
to the inverse propagation delays of the two lines. To minimize quantization effects
and to average noise induced delay variations, these two frequencies are measured
over a relatively long time. Therefore, a stable reference clock is divided by N. One
period Tcal = N · Tre f of this subdivided reference clock enables the two counters
which count the number of ring-oscillator cycles. With these counter values N1 and
N2 the delay difference of the two lines, i.e. the length of the test time interval ΔT
applied to the TDC can be determined:

Tcal = N1T1 = N2T2 (4.12)

ΔT = T1 −T2 = Tcal

(
1

N1
− 1

N2

)
(4.13)

= N ·Tre f

(
1

N1
− 1

N2

)
(4.14)

Figure 4.22 shows a timing diagram of the TDC calibration. During calibration
mode the timing in the two delay-lines circulates with slightly different free-running

N1

N2cnt 2

cnt 1

meas enable

meas clock

start

stop

char mode

Fig. 4.22 Principle of absolute time measurement algorithm
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frequencies, and the counters are enabled during a single period Tcal of the mea-
surement clock. The two measurements, namely the stimulation of the TDC and the
characterization of the stimulator enable the acquisition of the converter character-
istic with an absolute time axis.

A common problem for both external and on-chip test signal generation is the fact
that the TDC measures not only its own non-linearity but also the non-linearity of the
stimulator. For the on-chip measurement and characterization engine, for instance,
the non-linearity in the two delay-lines becomes indistinguishable from the non-
linearity of the TDC itself. The same hold for noise in the stimulator and the TDC.
Both noise components lead to a finite single shot precision but cannot be separated
anymore.

4.8 Time Domain Quantizer

The time-to-digital converters discussed so far measure the time interval between a
start and a stop event and quantize the measurement result. The start and the stop
signals are only used as trigger signals and are not quantized themselves. On the
other hand, the time-domain quantizer forces a time continuous signal with discrete
values on a discrete time grid. Usually the discrete time instances are equally spaced.
In the simplest case a single bit binary but time continuous signal, e.g. a pulse width
modulated signal, is discretised along the time axes. As a side effect of most im-
plementations the time intervals defined by the signal transitions that are quantized
are measured as well. An exemplary signal that is quantized in the time domain is
depicted in Fig. 4.23. The very first signal in the figure is the continuous time in-
put signal x(t). The very last one, namely xq(t), is the same signal with all signal
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Fig. 4.23 Exemplary signal diagram of time domain quantizer
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transitions forced to the discrete time raster. The vertical dashed lines represent the
time raster. The thick lines span a coarse quantization raster with a periodicity T and
the thin lines provide a fine resolution by interpolating within the coarse raster. The
conventional approach of time domain quantization is to sample the signal in a flip-
flop with a fixed clock. People often say that the signal is (re)-synchronized to the
clock signal. For a high time domain resolution the same argumentation holds as for
the time interval measurement in TDCs: A higher clock enables a higher resolution
but increases the effort for the clock generation and distribution and may disturb
sensitive circuitry in the vicinity. Moreover, the maximum resolution that can be
achieved by feasible clock frequencies is still relatively low. A higher resolution can
be achieved by a multi-phase clock generated by asynchronous delay elements. In
a time-to-digital converter these multiple clock phases are used as input signals for
latches/flip-flops that are triggered all at the same time. For time domain quantiza-
tion, however, the multiple phases are used to clock latches/flip-flops that sample a
single signal, namely the continuous time input signal. As the result each sampling
element provides the value of the continuous input signal at the trigger instance (e.g.
the rising edge) of the respective clock phase. This information can be directly used
for the time interval measurement spanned by multiple features (e.g. signal transi-
tions) in the continuous time signal. A quantization of the input signal itself has not
been performed yet. In Fig. 4.23 the sampling process is described: The thick lines
describe full clock periods and the thin lines the raster of the multiple phases. If
the continuous signal goes high (low) the next clock edge sets the output of its re-
spective sampling element (flip-flop) to high (low). As soon as any of the sampling
elements goes to high, the quantized output signal should be set to high, too. This
can be triggered by the rising edge of the logic OR conjunction of all flip-flop out-
puts. In the other direction, the quantized output signal should be set to low as soon
as any of the sampling elements goes to low. This may be detected by a rising edge
of the NAND conjunction of all sampled signals. As the switching commands are
given by the signal transitions, the OR and NAND signals cannot be used directly to
set or reset an output latch that provides the quantized signal. Hence, edge detectors,
e.g. pulse generators, have to be added to the OR and the NAND gates. An exem-
plary schematic is shown in Fig. 4.24. A buffer delay-line is used to derive multiple
clock phases from a single input clock CP. In a first step the multiple phases are used
to sample the input signal and in a second step the sampling information is used to
generate the quantized output signal. An alternative solution using two delay-lines
is proposed in [9]. One is used to sample the original continuous time signal and the
other one to sample the inverse signal. This yields some advantages with respect to
symmetry of rising and falling signal transitions, but the basic principle is the same.

Similar as in the time-to-digital converter it is the fundamental nature of the time
domain quantizer that the input signal is asynchronous to the sampling signals. Con-
sequently, it is unavoidable that the setup condition of at least one sampling element
is violated so the latter enters its meta-stability region. The clock-to-output delay
of this sampling element becomes strongly dependent on the signal arrival time.
As the sampled signal is used in the second step to set or reset the quantized sig-
nal, meta-stability causes non-linear effects during the time domain quantization.
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Fig. 4.24 Basic implementation of time domain quantizer

Re-sampling of the flip-flops or logic combination with later clock phases can re-
duce meta-stability effects considerably.

Variations (global and local process variations but also voltage and temperature
variations) strongly affect the delay of digital circuits and so of the delay and sam-
pling elements. Under fast conditions the multiple phases of the input clock are
pushed together. This means that the signal is often sampled at the beginning of the
clock phase but not at all at the end. Under slow conditions the multiple phases are
drawn apart and may even not fit into a single clock period. Of course both effects
cause considerable non-linearity. To equally subdivide the input clock interval in
multiple phases a delay locked-loop is needed to assure that the overall delay along
the delay line exactly corresponds to one clock period. If local process variations
can be neglected each of the N delay elements in the delay-line has the same delay.
The overall delay is the clock period so each delay element is tuned for a delay given
by one over N times the clock period. The tuning of the delay elements, however,
makes the time domain quantizer not a purely digital circuit. The main field of appli-
cation so far is high-speed signal capturing, e.g. in serial links and the time domain
quantizer in sigma-delta modulators based on time domain signal quantization [9].
In this application a single bit quantizer generates a pulse width encoded signal that
is measured and quantized by a time domain quantizer. The measurement value is
processed as conversion result in the digital domain and the quantized signal is used
as feedback signal within the sigma-delta loop.

4.9 Summary TDC Architectures

In this chapter several TDC architectures have been presented. Each of them is
optimized for a particular performance figure. The bipolar TDC, for instance, min-
imizes the offset error. The looped TDC enables long measurement times, i.e. a
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Fig. 4.25 Area and power consumption of TDC architectures depending on the application

high dynamic range. The linearly extended TDC improves the linearity for high dy-
namic range measurements, etc. To some extend the various concepts may be even
combined. The variety of architectures, however, shows that there is not a single
time-to-digital converter architecture that is suited and optimized for all applica-
tions. In fact the TDC architecture must be optimized for the specific application
requirements. This is exemplary illustrated in Fig. 4.25: The most linear TDC ar-
chitecture is the basic linear TDC. It has a very simple control logic and is suited
best for short measurement times. For signed measurements a bipolar TDC con-
sisting of two linear TDCs can be used. The linearity advantage, however, vanishes
with increasing dynamic range. Furthermore, the area and power consumption in-
creases with the measurement time so more advanced TDC architectures come into
the play. For medium dynamic range a looped TDC can be used. This means that
the area does not increase with the measurement time. The power consumption still
increases with the measurement time because the full time interval is measured with
the high resolution. Linearity challenges may be overcome by a linear extension. For
very long measurement times a hierarchical approach is suited best. Its area is inde-
pendent on the dynamic range and the power consumption scales much less than for
the conventional looped TDC. Consequently, the application and its requirements
should be carefully analyzed first. Then, in a second step, the most appropriate TDC
architecture can be chosen.



Chapter 5
Time-to-Digital Converters with Sub-Gatedelay
Resolution – The Third Generation

Abstract So far, the resolution of time-to-digital converters is limited by
technology to one inverter delay. For higher resolution circuit techniques are re-
quired that do not depend on a single absolute gate delay. This chapter focuses on
such techniques, i.e. on TDCs for sub-gate delay resolution. The main concepts
are the TDC based on parallel scaled delay elements, the Vernier TDC, the pulse-
shrinking TDC, and the local passive interpolation TDC. All concepts are explained
in detail and analyzed with respect to resolution, dynamic range, area, power, and
variability. Special emphasis is given to the last point in order to estimate the maxi-
mum feasible and achievable resolution under manufacturability considerations: In
principle all concepts mentioned above can achieve an arbitrarily high resolution.
In practice, however, the resolution is limited by process variations. The gated ring
oscillator based TDC is discussed as a TDC architecture that has the ability to
achieve a high resolution by means of oversampling and noise shaping. Finally, the
TDC based on time interval amplification is presented as a concept that does not
scale the quantizer references but the measurement residue.

Key words: Sub-Gatedelay Resolution, Vernier TDC, Pulse-Shrinking TDC,
Local Passive Interpolation TDC, LPI-TDC, Time Amplification, Gated Ring
Oscillator TDC

5.1 Sub-Gate Delay Resolution

A basic time-to-digital converter quantizes a time interval in multiples of a gate
delay. Thus, the maximum resolution that can be achieved in a certain technology
corresponds to one inverter delay. As this resolution depends only on the techno-
logy and not on any circuit design measures it is called the technology resolution
Ttech. A higher resolution can be achieved only by a faster technology or by one
of the circuit techniques discussed in this chapter. Any TDC that achieves a higher
than the technology resolution is said to have a sub-gate delay resolution. The ratio

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 69
DOI 10.1007/978-90-481-8628-0 5, c© Springer Science+Business Media B.V. 2010
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between the technology resolution and the actual resolution is the so called sub-gate
delay interpolation factor, or simply interpolation factor IF:

IF :=
Ttech

TLSB
(5.1)

TDCs with sub-gate delay resolution use sophisticated circuit techniques (resolution
enhancement techniques) to circumvent the limitation of the technology delay. The
circuit elements in such structures have another loading and other dimensions than
in a basic TDC. Hence, the definition of the technology delay/resolution is not so ob-
vious. A reasonable definition is simply the fan-out-2 inverter delay. This is slightly
below the maximum resolution of an inverter based time-to-digital converter but
clearly defined in all technologies.

5.2 Parallel Scaled Delay Elements

The delay td of a digital CMOS gate scales quite linearly with the transistor widths,
i.e. the drive current, and the load capacitance. According to the logical effort for-
malism this can be expressed by

td = p + gh (5.2)

where p is the parasitic delay, g the logical effort, and h the fan-out of the gate
(h = Cload

Cin
). In a delay-line TDC each gate is loaded by an identical gate so the delay

which corresponds to the resolution becomes1

td = p + g (5.3)

Configuring the gates not in a chain but in parallel yields the TDC depicted in
Fig. 5.1. The start signal is applied to all delay elements in parallel. On the ris-
ing edge of the stop signal the outputs of all delay elements are sampled in parallel.
If the delay elements DEn are sized for the delays

td,n = t0
d + Δ td ·n (5.4)

the time difference between the start and the stop signal is quantized with a resolu-
tion TLSB = Δ td . According to eq. 5.2 the delays can be engineered either by modi-
fying the width of the transistors responsible for the relevant output signal transition
or by scaling the load capacitances. Both can be done with a very fine quantiza-
tion, i.e. the delays can be tuned quasi-continuously. The parasitic delay and the
effort delay for driving the sampling registers causes an offset but does not affect
the measurement accuracy. This means that now a time interval measurement with
a resolution below one gate (inverter) delay is possible. This feature of a TDC is
named sub-gate-delay resolution.

1 Due to the loading of the comparators the delay and so the resolution is even worse.
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Fig. 5.1 Time-to-digital converter based on parallel scaled delay elements

As in the basic delay-line TDC the stop signal drives all sampling elements, i.e.
the corresponding net has a high capacitance so a buffer tree is required. For lin-
earity reasons the skew in this tree has to be minimized. An additional challenge
in the TDC based on parallel scaled delay elements is the start signals which has
to be connected to all parallel delay elements with a skew smaller than the resolu-
tion. Especially for a high dynamic range the balancing of the start and stop nets is
challenging which also means that the layout is very critical.

For a maximum dynamic range Tmax, N = Tmax
TLSB

parallel branches are required.

This means N delay elements, N flip-flops, and 1
2 N(N + 1) tuning capacitors. The

overall area2 can be estimated according to

Aparallel
core = N ·

(
Ainv + AFF +

1
2
(N + 1)Acap

)
(5.5)

Ainv, AFF , and Acap describe the area of a single delay element, flip-flop, and tuning
capacitor, respectively. If the comparators are reset at the beginning of each conver-
sion the average power of the parallel TDC is given by

〈
Pparallel

core

〉
= fmeas

Tmax

TLSB

(
Einv

rise + Einv
f all +

1
2

(
EFF

rise + EFF
f all

)
+Ctot

tuneV
2
DD

)
(5.6)

Ctot
tune =

1
2

C0N (N + 1) , N =
Tmax

TLSB
(5.7)

2 The core area considers the delay elements, the flip-flops, and the tuning capacitors, but not the
thermometer-to-binary decoder and the control logic.
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where fmeas is the measurement frequency, EFF
rise and EFF

f all are the energies to sam-

ple a logic one or a logic zero, respectively, and Einv
rise and Einv

f all are the switching
energies of the inverters. Resetting of the sampling elements is advantageous to
eliminate any history effect from prior conversions, and so unwanted correlation
between subsequent samples. Without resetting the switching activity in the com-
parators is reduced (depending on the signal statistics) so the power consumption
can be reduced.

The conversion results are immediately available after the rising edge of the stop
signals. The conversion time and latency for the measurement of a time interval T
are thus given by

T parallel
conv = T (5.8)

T parallel
latency = 0 (5.9)

These times are not dependent on the resolution which makes the embedding of the
TDC into a system quite easy. The delays of the buffer trees and the comparator
delay cause a constant offset. For many TDCs these times are even considerably
smaller than the other delay components in the conversion time. Hence, buffer trees
and comparators are neglected throughout this chapter.

5.2.1 Variability in TDC Based on Parallel Scaled Delay Elements

Local variations of the gate delays alter the switching instances of the parallel delay
elements and may even disorder the switching sequence. Especially in deep sub-
micron technologies this is a critical issue. Figure 5.2 shows the switching thresh-
olds of the delay elements without any variations and for an example with local
variations. The order of the delay elements may be mixed up if the variations be-
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Fig. 5.2 Operating principle of a TDC based on parallel scaled delay elements
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come larger than half the resolution. This leads to a high probability of bubble errors.
The correction of multi-bit bubbles would require complex bubble correction logic.
An alternative solution is to sum up all output bits of the TDC without considering
the position of the respective bits [35,39]. This technique provides some robustness
against local process variations but is not directly applicable if more than one signal
transition occur in the block of parallel delay elements, e.g. for RF signals.

Let’s assume that each delay varies with a standard deviation std(ε). The max-
imum differential non-linearity is given by the sum of the delay variations of two
consecutive delay elements, i.e.

max(DNL) = 2
max(ε)

TLSB
(5.10)

where ε is the delay variation. Statistically TLSB is limited by

TLSB > 3
√

2std(ε) (5.11)

(ref. Section 3.7.4). Consequently, the theoretically infinite resolution is limited by
local variations which is typical for TDCs. Figure 5.3 shows simulation (Monte
Carlo) results for a 128 bit TDC with Gaussian delay variations (hypothetical vari-
ability). The black line with the square markers indicates the average DNL in de-
pendence of the standard deviation of the delay variation. The grey error bars are
the respective standard deviations of the differential non-linearity (DNL). Interest-
ingly, the mean DNL scales only moderately with the delay variation. However, the
maximum DNL is much larger than pretended by the mean value and its standard
deviation. The black triangles show the minimum and maximum values that oc-
curred during the simulation. Table 5.1 summarizes the properties of the TDC based
on parallel scaled delay-elements.
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Fig. 5.3 Differential nonlinearity caused by local process variations in a TDC based on parallel
scaled delay elements
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Table 5.1 Performance summary of parallel scaled delay element TDC
Principle Parallel delay elements with gradually increasing propaga-

tion delays are simultaneously sampled on the arrival of the
stop signal

Resolution TLSB Quasi continuously tuned by transistor or load sizing of
parallel delay elements

Number of Stages N Tmax
TLSB

Core Area Aparallel
core N · (Ainv +AFF + 1

2 (N +1)Acap
)

Average Power
〈

Pparallel
core

〉
fmeas

Tmax
TLSB

(
Einv

rise +Einv
f all +

1
2

(
EFF

rise +EFF
f all

)
+Ctot

tuneV
2
DD

)
Ctot

tune = 1
2C0N (N +1)

Conversion Time T parallel
conv T

Latency T parallel
latency 0

Loop Structure No loop structure feasible

PROS • Sub gate-delay resolution
• Conversion time/latency independent from resolution

CONS • Susceptible to variations
• Not feasible for high dynamic range
• Careful hand design of each stage

start

stop

td1

td2 td2 td2

td1 td1

Fig. 5.4 Cut-out of a Vernier delay-line based TDC based on a first delay-line for the start signal
and a second one for the stop signal. The arrival time at two corresponding nodes is assessed by
early–late detectors such as flip-flops

5.3 Vernier TDC

A delay-line based TDC that is capable of measuring time intervals with a sub gate-
delay resolution is the Vernier TDC [4, 6, 10, 24]. As shown in Fig. 5.4, it consist
of two delay-lines: One for the start signal and one for the stop signal. The delay
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T

signals in phase

Tlatency

Tconv

T − 3TLSB

Fig. 5.5 Operating principle of Vernier delay-line based TDC. In each stage the skew between the
start and the stop signals is reduced by one TLSB = td1 − td2

elements in the first delay-line have a delay td1 which is slightly larger than the
delay td2 of the elements in the second chain. During a measurement the start signal
propagates along the first delay-line. The stop signal occurs later, but the delays seen
by this signal are smaller. Thus, the stop signal chases the start signal. In each stage
it catches up by

TLSB = td1 − td2 (5.12)

The point (stage) where both signals are in phase is detected by early late detec-
tors (ELDs), usually implemented as flip-flops. Figure 5.5 illustrates the operating
principle graphically: The gray arrows indicate two corresponding signals, i.e. the
delayed start and the delayed stop signals of a certain stage. At the beginning these
signals are skewed by the measurement time T , but each stage reduces the time dif-
ference slightly. At the highlighted position the signals are in phase. For all later
stages, the original order is reversed and the stop signal is leading the start signal.
The granularity in the time domain, i.e. the TDC resolution, is given by the delay
difference TLSB = td1 − td2 between the elements in the first and the second delay-
line. In principle this difference can be made arbitrarily small, so the resolution does
not depend on a gate delay, but on the difference of two gate delays. Consequently,
the Vernier TDC provides a circuit technique to overcome the resolution limitations
given by a certain technology. To estimate the price for this increased resolution
the area, the power consumption and the latency are examined next: As the skew
between the signals in the first and the second delay line is reduced by TLSB in each
stage, a maximum number of N stages with

N =
Tmax

TLSB
=

Tmax

td1 − td2
(5.13)

is required to measure a maximum time interval Tmax. Each stage consists of two
buffers and a flip-flop. Hence, each LSB of the (core) dynamic range costs four
inverters and one flip-flop. The TDC core area3 is then

3 The core area considers the delay-lines and the comparators but not the thermometer-to-binary
decoder and the control logic.
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AVernier
core =

Tmax

TLSB

(
4Ainv + AFF) (5.14)

During a measurement, all inverters are switching, independent on the length of the
measurement interval. Assuming equally distributed time intervals means that in
average half of the flip-flops sample a logic one and the other half a logic zero. The
power consumption can thus be estimated according to

〈
Pvernier

core

〉
= fmeas

Tmax

TLSB

[
4
(

Einv
rise + Einv

f all

)
+

1
2

(
EFF

rise + EFF
f all

)]
(5.15)

where fmeas is the measurement frequency, EFF
rise and EFF

f all are the energies to sample

a logic one or a logic zero, respectively, and Einv
rise and Einv

f all are the switching ener-
gies of the inverters. The latter terms contribute four times to the overall power con-
sumption because each inverter switches once during the measurement, and once in
the other switching direction when the circuit is prepared for the next measurement.
It can be seen that both the area and the power consumption grow linearly with
the maximum measurement interval Tmax and linearly with T−1

LSB. Hence, increas-
ing the resolution by a factor of k increases the area and the power consumption
by the same factor. The same holds for the conversion time and the latency that are
calculated according to

TVernier
conv =

T
TLSB

td1 =
td1

td1 − td2
T (5.16)

TVernier
latency = Tconv −T =

T
TLSB

td2 =
td2

td1 − td2
T (5.17)

As these times become quite large for high resolution and long measurement in-
tervals one might consider to inject new measurement signals into the delay-lines
while the previous ones still propagate in the TDC. In principle this is possible but
requires additional overhead for synchronization of the measurement results. The
particular bits of the thermometer code become valid one after another and have to
be re-sampled by the new measurement signal in order to avoid any overwriting.

Another issue is the dependence of the latency on the time interval to be mea-
sured. This has to be considered at the interfacing to the surrounding circuitry. Due
to the consecutive arrival of the output bits the thermometer-to-binary decoder of a
Vernier TDC is prone to glitches and so high power consumption.

5.3.1 Vernier TDC in Loop Configuration

As discussed in Section 4.2, long measurement times can be covered with reason-
able area consumption by applying looped structures. In Vernier TDCs this is even
more advisable as the length of the delay-lines grows with the resolution. The basic
principle is shown in Fig. 5.6. The delay-line for the start signal (slow delay-line)
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Fig. 5.6 Basic block diagram of a looped Vernier TDC
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tres BTDCt2

Fig. 5.7 Operating principle of looped Vernier TDC

and the delay-line for the stop signal (fast delay-line) are both configured in a loop
configuration. Early–late detectors connect the outputs of each corresponding stage.
Although the schematic topology seems trivial, this interconnected loop structure
is the main disadvantage of the looped Vernier TDC: For a conventional looped
TDC it is already difficult to keep the layout asymmetries and so the non-linearity
reasonably small. For two interconnected loops with respectively matched delay el-
ements this is even harder. Hence, the linearity of a looped Vernier TDC is usually
degraded compared to its linear implementation. This is disappointing as a loop
structure theoretically improves TDC linearity. The operating principle is shown in
Fig. 5.7 by means of a signal diagram. On the arrival of the start signal a timing
event is injected into the first loop. The second delay-line is quiet. A loop counter
cnt1 determines the number N1 of full oscillation cycles before the arrival of the stop
signal. Hence, the measurement interval T can be partitioned according to

T = N1 ·T1 + tres (5.18)

into the coarsely quantized interval N1 · T1, where T1 is the oscillation frequency
of the slow loop, and a residue interval tres. This residue interval is now quantized
with the high resolution of the Vernier concept. Therefore, the stop signal is inserted
into the fast delay loop. Early–late detectors indicate when and where inside the loop
the two oscillating timing events are in phase. The position is described by BTDC.
In general the length of the Vernier delay-line is not sufficient to bring the signals
in-phase. Hence, multiple oscillations are required before the two circulating timing
events are in phase. A second loop counter cnt2 determines the number N2 of full
oscillations in the second loop before in the subsequent cycle the in-phase condition
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is detected. With M delay elements in the loop, the effective number Bvernier of
Vernier steps is then

BVernier = M ·N2 + BTDC (5.19)

Finally, the time interval can be represented by the output word

B =
N1 ·T1

TLSB
+ BVernier =

N1 ·T1

TLSB
+ M ·N2 + BTDC (5.20)

BVernier directly results from the counter cnt2 and the delay-line information BTDC.
The digital representation of the pre-quantization interval N1 · T1, however, has to
be computed from the slow gate delay T1 and the resolution time TLSB. As the loop
delay T1 is usually not a multiple of the quantization time TLSB a second relative
calibration, namely in between T1 and TLSB is necessary (internal calibration).

Beside the area, the looped Vernier TDC also reduces the conversion time and
the latency, as only the residue time interval tres is quantized according to the Vernier
principle:

TVernier
conv = T +

tres

TLSB
td2 (5.21)

TVernier
latency =

tres

TLSB
td2 (5.22)

These times still depend on the time interval T , not linearly but rather periodi-
cally. A similar implementation [6] that greatly relaxes layout constraints does not
use ELDs between all delay-elements but a single ELD at one position of the two
Vernier delay loops. Now the complete loops have a delay difference correspond-
ing to the resolution time. The conversion time goes up, but the linearity is usually
better due to the more regular layout and the missing matching requirements inside
the loops.

5.3.2 Variability in Vernier TDC

In this section the susceptibility of the Vernier TDC to local process variations is
investigated according to the methodology presented in Section 3.7.4. Again two
stages within the delay-line are considered. The start signal is injected into the first
delay line at t = 0. It becomes visible in the nth and (n + 1)th stage, respectively, at
the times

t1,n = ntd1 +
n

∑
i=1

ε1,i (5.23)

t1,n+1 = (n + 1)td1 +
n+1

∑
i=1

ε1,i (5.24)
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where td1 describes the nominal delay in the first delay-line and ε1,i the respective
delay variations. The stop signal is injected into the second delay-line at the instance
t = T and becomes visible at the nth and (n + 1)th stage at the times

t2,n = T + ntd2 +
n

∑
i=1

ε2,i (5.25)

t2,n+1 = T +(n + 1)td2 +
n+1

∑
i=1

ε2,i (5.26)

The delay and the variation in the second delay-line are modeled by td2 and ε2,i,
respectively. For the sake of simplicity the nominal blackout times of the registers
are set to zero. The blackout time variations are given by

tBO
n = βn (5.27)

tBO
n+1 = βn+1 (5.28)

The nth stage samples a logic high signal under the condition

t2,n − t1,n > tBO
n (5.29)

⇔ T > ts,n := n(td1 − td2)+
n

∑
i=1

ε1,i −
n

∑
i=1

ε2,i + βn (5.30)

and the consecutive stage (n + 1) under the condition

t2,n+1 − t1,n+1 > tBO
n+1 (5.31)

⇔ T > ts,n+1 := (n + 1)(td1 − td2)+
n+1

∑
i=1

ε1,i −
n+1

∑
i=1

ε2,i + βn+1 (5.32)

The resulting differential non-linearity is thus

DNLn =
1

TLSB
(ts,n+1 − ts,n −TLSB) (5.33)

=
1

TLSB
(ε1,n+1 − ε2,n+1 + βn+1 −βn) (5.34)

This non-linearity varies with a standard variation of

std(DNLn) =
1

TLSB

√
std2 (ε1)+ std2 (ε2)+ 2std2 (β ) (5.35)

Compared to the basic TDC of Section 3.7.4 the variability of the second delay-line
additionally contributes to the DNL. With the same performance criterion, namely

3 · std(DNL) < 1 (5.36)

⇔ 3
√

std2 (ε1)+ std2 (ε2)+ 2std2 (β ) < TLSB (5.37)
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Table 5.2 Performance summary of Vernier TDC
Principle Start and stop signals propagate in two delay-lines with

slightly different delays.

Resolution TLSB td1 − td2

Number of Stages N Tmax
TLSB

Core Area AVernier
core

Tmax
TLSB

(
4Ainv +AFF

)

Average Power
〈
Pvernier

core

〉
fmeas

Tmax
TLSB

[
4
(

Einv
rise +Einv

f all

)
+ 1

2

(
EFF

rise +EFF
f all

)]

Conversion Time TVernier
conv

T
TLSB

td1 = td1
td1−td2

T

Latency TVernier
latency

T
TLSB

td2 = td2
td1−td2

T

Loop Structure Loop structure possible

PROS • Sub gate-delay resolution
• Modular structure
• High DR feasible with loop structure

CONS • Two long delay-lines
• Conversion time and latency depend on

measurement interval and resolution
• Consecutive arrival of output bits
• Glitches in thermometer-to-binary decoder

it becomes obvious that local variations become more critical in the Vernier TDC for
two reasons: First the resolution is increased, i.e. TLSB is reduced by the interpolation
factor, and second there is the additional variability of the second delay-line. The
properties and performance figures of the Vernier TDC are summarized in Table 5.2.

5.4 Pulse-Shrinking TDC

The pulse-shrinking TDC [5, 41, 56] is another approach to achieve sub-gate delay
resolution by circuit techniques. The basic idea is to form a pulse with a rising edge
defined by the start signal and a falling edge defined by the stop signal. Hence, the
pulse-width T is equivalent to the time interval to be measured. The pulse generator
can be omitted if the signal to be measured is already pulse-width encoded. For
the purpose of time-to-digital conversion the measurement pulse propagates along a
delay-line that has an intentional asymmetry in each stage. This asymmetry causes
a modification (usually a reduction) of the pulse width. While the pulse propagates
along the delay-line it becomes smaller and smaller and vanishes completely at some
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Fig. 5.8 Cut-out of pulse-shrinking TDC. The start and the stop signals form a measurement pulse
with a pulse width that is reduced in each stage by one TLSB
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trise
d1

t

Fig. 5.9 Operating principle of the pulse-shrinking TDC. Input signal (top), intermediate signal
(middle), and output signal (bottom) of pulse-shrinking element

position. Flip-flops that are reset before the measurement have a constant logic one
at their data input and a clock input which is connected to the delay-line. After
the measurement, the one-zero transition point in the thermometer code seen at the
outputs of the flip-flops indicates the position where the pulse has vanished. As
each stage reduces the pulse width by one TLSB, this position is a measure for the
time interval T . A cut-out of a basic pulse-shrinking TDC is depicted in Fig. 5.8.
For a detailed understanding the signals in a single delay stage are illustrated in
Fig. 5.9. The upper signal is the input and the lower the output signal of a single
pulse-shrinking stage. The signal in the middle stands for the intermediate node.
The leading edge of the pulse is inverted by the first inverter and experiences a
delay of t f all

d1 . In the second inverter the signal is inverted again and is delayed by
trise
d2 . When the trailing edge passes the two inverters it experiences different delays

(as the switching direction is opposite to the leading edge), namely trise
d1 and t f all

d2 .
The pulse width T ′ after the pulse shrinking stage can be calculated according to
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T ′ = T + trise
d1 + t f all

d2 − t f all
d1 − trise

d2

= T +
[(

trise
d1 − t f all

d1

)
−
(

trise
d2 − t f all

d2

)]
(5.38)

Thus, the original pulse width T is reduced by one TLSB defined by

TLSB = −
(

trise
d1 − t f all

d1

)
+
(

trise
d2 − t f all

d2

)
(5.39)

This term shows that no pulse modification occurs if the rising and falling delays
are equal in a certain stage or if the absolute delay difference is equal in each stage.
Otherwise the pulse width is modified.4 In principle, both a pulse-shrinking and a
pulse-growing is possible. If the TDC is planned for shrinking pulses, it has to be
assured, that the actual pulse shrinks under all process and environmental variations.

The pulse width after N stages is reduced to T ′ = T −N ·TLSB, i.e. for a maximum
measurement interval Tmax

N =
Tmax

TLSB
=

Tmax

−
(

trise
d1 − t f all

d1

)
+
(

trise
d2 − t f all

d2

) (5.40)

stages are required. Each stage consists of two inverters and a flip-flop, so the core
area of the pulse-shrinking TDC can be described by

Apulse−shrinking
core =

Tmax

TLSB

(
2Ainv + AFF) (5.41)

For the estimation of the average core power consumption equally distributed in-
put time intervals are assumed. Only the inverters of pulse-shrinking stages where
the pulse still exists do toggle, i.e. half of all inverters in average. The core power
consumption is then

〈
Ppulse−shrinking

core

〉
= fmeas

Tmax

TLSB

(
Einv

rise + Einv
f all +

1
2

EFF
rise +

1
2

EFF
reset

)
(5.42)

As in the Vernier TDC the area and the power consumption linearly depend on
maximum measurement time Tmax and on the reciprocal resolution T−1

LSB. When the
pulse vanishes its leading and trailing edges coincide. This results in the conversion
time and latency according to

4 In fact each asymmetry in a delay-line causes a pulse shrinking or growing. In the pulse-shrinking
TDC this is used for the conversion, however, in all other TDCs this is a parasitic effect. If a pulse
propagates in a conventional TDC (for instance when a duty-cycle, a phase, or a period shall be
measured) its pulse width is modified. This limits the maximum measurement interval, even if
the TDC architecture in principle allows for arbitrary time intervals (e.g. looped TDC). Parasitic
pulse shrinking gives also rise to a resolution versus measurement time trade-off, as high resolution
usually means many delay stages that might modify the pulse width.

The only TDC known so far, that is totally robust against pulse shrinking is the linearly extended
TDC with pulse generator that is discussed in Section 4.3.
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T pulse−shrinking
conv =

T
TLSB

(
t f all
d1 + trise

d2

)
(5.43)

T pulse−shrinking
latency =

T
TLSB

(
trise
d1 + t f all

d2

)
(5.44)

Both the conversion time and the latency linearly depend on the measurement time
and the reciprocal resolution. The dependence on the measurement time is an issue
for the interfacing.5 The strong dependence on the resolution causes a trade-off
between the maximum measurement time and the resolution. A pipelining as for
the Vernier TDC is not easily possible as it depends on the input signal whether a
transition occurs at a certain stage during the next conversion or not. A critical issue
for the pulse-shrinking TDC is the minimum pulse width that can be detected by
the flip-flops. Before the pulse vanishes, it becomes very small and does not reach
the full logic level anymore. This condition makes the sampling elements prone to
any PVT variations.

5.4.1 Pulse-Shrinking TDC in Loop Configuration

For reduced area consumption and better linearity the pulse-shrinking TDC can be
implemented in a loop structure, too. The principle is the same as for the conven-
tional looped TDC (ref. Section 4.2) or the looped Vernier TDC (ref. Section 5.3.1).
In a straightforward approach the measurement pulse is propagated in a ring/loop of
pulse-shrinking elements. The drawback is that the complete pulse must fit into the
loop, i.e. the minimum number of pulse-shrinking elements is given by

Nmin =
Tmax

t f all
d1 + trise

d2

(5.45)

The delay of the two inverters in each pulse-shrinking element is approximately
two times the resolution the technology can accomplish (Tnative). Hence the loop
structure reduces the number of delay elements by a factor of

N
Nmin

=
2Tnative

TLSB
= 2 · IF (5.46)

This is only a moderate reduction. A loop architecture that saves even more pulse-
shrinking elements, i.e. area, works similar to the looped Vernier TDC: No explicit
pulse generator is used in front of the loop. Moreover, the leading edge enters a
short loop with an inverting characteristic. This edge oscillates in the loop until
the trailing edge arrives. A loop counter determines the number of full loop cycles.
During the oscillation the duty cycle is 50%, i.e. the pulse width corresponds to the

5 If the pulse has vanished all subsequent flip-flops do not switch anymore. Not switching, how-
ever, is not an event that is usable to indicate the end of a measurement. Thus, in practice each
measurement lasts as long as the measurement of the longest time interval.
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delay of the loop. On the arrival of the trailing edge an additional signal transition
opposite to the one currently propagating in the loop is injected. This forms a pulse
that represents the residue time interval. The length of this residue interval is now
determined via the pulse shrinking technique. The length of the loop is no longer
determined by the measurement interval but by the latency in the control circuitry.

5.4.2 Variability in Pulse-Shrinking TDC

Local process variations also degrade the linearity of the pulse-shrinking TDC. To
investigate the variation impact each gate delay is expressed by a constant term
describing the nominal value and a variation induced perturbation ε:

trise
d1,i = trise

d1 + εrise
d1,i (5.47)

t f all
d1,i = t f all

d1 + ε f all
d1,i (5.48)

trise
d2,i = trise

d2 + εrise
d2,i (5.49)

t f all
d2,i = t f all

d2 + ε f all
d2,i (5.50)

The pulse width after n pulse-shrinking stages can be expressed as

Tn = T +
n

∑
i=1

[
trise
d1,i + t f all

d2,i − t f all
d1,i − trise

d2,i

]
(5.51)

where T is the original pulse width defining the measurement interval. In the nth
stage a logic high value is sampled if the pulse width Tn is larger than the minimum
pulse width

Tmin,n = T 0
min + γn (5.52)

Local process variations in the sampling elements cause a variation of this minimum
pulse width. For each sampling element this pulse width variation is modeled by γn.
Using eq. 5.51, the condition for sampling a logic high value in stage n is

T > ts,n := Tmin,n +
n

∑
i=1

[
t f all
d1,i + trise

d2,i − trise
d1,i − t f all

d2,i

]
(5.53)

Therewith, the differential non-linearity can be calculated according to

DNLn =
1

TLSB
(ts,n+1 − ts,n −TLSB) (5.54)

=
1

TLSB

(
γn+1 − γn + t f all

d1,n+1 + trise
d2,n+1− trise

d1,n+1 − t f all
d2,n+1 −TLSB

)
(5.55)

=
1

TLSB

(
γn+1 − γn + ε f all

d1,n+1 + εrise
d2,n+1 − εrise

d1,n+1 − ε f all
d2,n+1

)
(5.56)



5.4 Pulse-Shrinking TDC 85

This non-linearity varies with a standard deviation of

std(DNLn) =
1

TLSB

√
2std(γ)2 + std

(
ε rise

d1

)2 + std
(

ε f all
d1

)2
+ std

(
ε rise

d2

)2 + std
(

ε f all
d2

)2

(5.57)
Using again a three sigma criterion results in a resolution that is limited according
to

1 > 3 · std(DNL) (5.58)

TLSB > 3

√
2std(γ)2 + std

(
εrise

d1

)2 + std
(

ε f all
d1

)2
+ std

(
εrise

d2

)2 + std
(

ε f all
d2

)2

In principle the variation of the pulse-shrinking TDC is similar to the Vernier TDC.
However, the variability of the minimum pulse width is often larger than the vari-
ation of the blackout time. The properties and performance figures of the pulse-
shrinking TDC are summarized in Table 5.3.

Table 5.3 Performance summary of pulse-shrinking TDC
Principle Start and stop signal form a pulse that propagates in a

delay-line. Its width is reduced in each stage of the delay
line. The position where the pulse vanishes is detected and
used as measure for the time interval.

Resolution TLSB −
(

trise
d1 − t f all

d1

)
+
(

trise
d2 − t f all

d2

)

Number of Stages N Tmax
TLSB

Core Area Apulse−shrinking
core

Tmax
TLSB

(
2Ainv +AFF

)

Average Power
〈

Pcore
pulse−shrinking

〉
fmeas

Tmax
TLSB

(
Einv

rise +Einv
f all +

1
2 EFF

rise + 1
2 EFF

reset

)

Conversion Time T pulse−shrinking
conv

T
TLSB

(
t f all
d1 + trise

d2

)

Latency T pulse−shrinking
latency

T
TLSB

(
trise
d1 + t f all

d2

)

Loop Structure Loop structure possible

PROS • Sub gate-delay resolution
• Modular structure
• High DR feasible with loop structure

CONS • Conversion time and latency depend on measurement
interval and resolution

• Consecutive arrival of output bits
• Minimum pulse width variation
• Glitches in thermometer-to-binary decoder
• No stop event
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5.5 Local Passive Interpolation TDC

Another approach [20] for sub gate-delay resolution that does not depend on the
ratio of two delays is the local passive interpolation TDC (LPI-TDC). The basic
principle is illustrated in Fig. 5.10. Assume that the two thick lines are two logically
equivalent signals within a delay-line with a skew corresponding to one inverter de-
lay trise

d . Higher temporal resolution means that there are further signals in between
these two base signals (thin lines). One important fact for the understanding of the
interpolation principle is the circumstance that the rise time of a signal produced
by a single stage CMOS gate is in the order of the gate-delay. This means that the
output signal is switching while the corresponding input signal has not settled yet.
Linear interpolation according to

Vint,i = VB + ai (VA −VB) (5.59)

leads to a new signal Vint,i that lies right in between the base signals. The interpo-
lation coefficient ai weights the two base signals and determines whether the new
signal is nearer to VA or nearer to VB. In the simplest case one interpolated signal
is generated, and the interpolation coefficient is ai = 1

2 . The resolution is doubled,
i.e. the interpolation factor IF is equal to two. For IF = 3 two interpolated sig-
nals have to be generated and the interpolation factors are ai = { 1

3 , 2
3}. For IF = 4,

ai = { 1
4 , 1

2 , 3
4} and in general ai = i

IF i = 1 . . .(IF − 1). In the region where both
base signals are switching the interpolated signal(s) is (are) parallel to the original
signals, i.e. appear(s) as a shifted version(s) of one of the base signal. For an inter-
polation factor IF , all interpolated signals are parallel to the base signals around the
midlevel if the rise time and the delay follow the relation

trise
d <

1
2

trise IF
IF −1

(5.60)

interpolated
signals

relevant voltage
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comparator

t rise
d
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Fig. 5.10 Principle of local passive interpolation TDC
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Fig. 5.11 Basic circuit diagram of local passive interpolation TDC

The midlevel is particularly important, as it usually indicates the threshold of the
comparators that sample the delay-line.

Conventional CMOS gates require at least two inverter delays to generate two
logically equivalent signals. As discussed above, the interpolation principle requires
that the delay is small enough compared to the rise time. Hence, a circuit is required
that provides two logically equivalent signals with a skew of just one inverter de-
lay. This can be achieved by a differential delay-line that propagates both the start
as well as the inverted start signal. Figure 5.11 shows a basic circuit diagram of
a local passive interpolation TDC with IF = 4. The delay-line consists of differ-
ential delay elements. In the simplest case each of these delay elements comprises
just two parallel inverters. Coupling elements between these inverters, however, are
strongly recommended in order to avoid a drift of the complementary signals. At
the input of the delay-line a differential start signal is injected for propagation along
the line. This means that after each stage an inverted and a non-inverted copy of the
start signal is available. The signals of two subsequent stages have each a skew of
only one inverter delay. Hence, the prerequisites for the interpolation according to
Figure 5.10 are fulfilled.

The interpolation is done by resistive voltage dividers connected in between the
inputs of the differential delay elements and their respective logically equivalent
outputs. Integrated resistors are known for high variability (typically ±20%). For
the interpolation, however, only the ratio of two resistances is relevant, so global
variations cancel out. This means, that for the interpolation itself, the absolute val-
ues of the resistors are not relevant. This is only true, as long as the time constants
caused by the parasitic capacitances in between two interpolation resistors are neg-
ligible with respect to the rise time of the delay elements. A detailed discussion of
that issue is provided in Section 5.5.2. Ohmic resistors, in particular poly-silicon
resistors, are suited best for the interpolators. The reasons are linearity, symmetry
of the device, and the absence of any threshold voltage. Alternatively, transistors
or diodes can be used. However, as high switching speed usually requires very low
resistance values, the area advantage of active devices is small.

On the arrival of the stop signal the state of the delay-line has to be frozen. There-
fore, comparators/flip-flops can be connected to the set of rising signals {Ri} or
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Fig. 5.12 Fully differential sense amplifier based comparator

to the set of falling signals {Fi}. To take full advantage of the differential delay-
line, fully differential comparators such as the sense-amplifier based comparator
in Figure 5.12, can be connected to both {Ri} and {Fi}. While the stop signal is
low, the internal nodes S and SN are pre-charged to VDD. All other nodes reach a
level of approximately VDD −Vtn, where Vtn is the NMOS threshold voltage. By this
pre-charge any memory effect from prior comparisons is removed. On the rising
edge of the stop signal, the pre-charge devices are turned off and the footer device
is activated. Although the footer is not operated as a current source, the differential
pair acts somehow like a differential amplifier during the comparison. Depending
on which input node carries a higher potential either S or SN is discharged faster
than the other node. The regenerative structure (cross coupled inverter pair load-
ing the differential pair) amplifies this trend until one node is fully discharged to
VSS and the other one is re-charged to VDD. Due to symmetry the switching thresh-
old of this comparator is exactly in between VDD and VSS and does not depend on
the switching threshold of any gate. Hence, as long as the matching among corre-
sponding transistors in the comparator is good the circuit is robust against process,
voltage, and temperature variations.

In the LPI-TDC, IF steps are resolved within one stage. Compared to the Vernier
or pulse-shrinking TDC, the number of delay stages

N =
Tmax

td
=

1
IF

Tmax

TLSB
(5.61)

is thus reduced by the interpolation factor IF . As N depends on the stage delay td
(not on TLSB) the resolution can be increased without making the delay-line longer.
This is a great advantage as the delay-line length versus resolution trade-off does
not exist anymore. Another result is the conversion time

T LPI
conv = T (5.62)
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which is only dependent on the measurement interval T but not on the resolution
TLSB. Immediately after the arrival of the stop event the conversion result becomes
visible at the TDC output, i.e.

T LPI
latency = 0 (5.63)

A zero latency makes the embedding of a TDC in its surrounding system environ-
ment easy. Thus, the LPI-TDC enables sub gate-delay resolution but can be used as
a conventional delay-line TDC without resolution enhancement techniques. Its area
can be estimated according to

ALPI
core =

Tmax

TLSB

(
2.2
IF

Ainv + AFF + 2AR
)

(5.64)

The factor 2.2 takes the effort for the differential structure, e.g. the coupling ele-
ments, into account. The estimation of the average power consumption can be quali-
tatively done by

〈
PLPI

core

〉
= fmeas

1
IF

Tmax

TLSB

(
2.2(Einv

rise + Einv
f all)+ IF ·EFF

+ IF ·EFF
precharge + 4Ex−curr

)
(5.65)

An analytic separation of the inverter energies (Einv
rise and Einv

f all) and the cross-current
energy (Ex−curr) is not that easy, as smaller interpolation resistors mean higher cross-
currents but also stronger inverters. Hence, eq. 5.65 should be used to identify the
particular power components. For precise power analysis a simulation of the delay
cell should be done.

5.5.1 LPI-TDC in Loop Configuration

The input–output behavior of a LPI-TDC corresponds exactly to a conventional
delay-line TDC except that the resolution is improved. The conversion time and
the latency are not degraded by the resolution enhancement. Consequently, the loop
architecture of an LPI-TDC is straight forward and can be done as described in
Section 4.2. Non-inverting loops and pulsed operation are preferable to avoid cross
currents in the interpolators during idle mode or signal injection.

5.5.2 Resistor Sizing and Interpolation Accuracy

The interpolators of the LPI-TDC are resistive voltage dividers. The divider ratio
is given by a resistance ratio and does not depend on the absolute resistance. Yet,
this is only true if the voltage divider is not loaded, i.e. if no current is drawn from
its intermediate nodes. In a TDC, however, comparators are connected to each node
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Fig. 5.13 Trade-off between linearity and power consumption in LPI-TDC

in the delay-line and each interpolated node. The input capacitance of these com-
parators causes a load at each interpolated node. The interpolators become reactive
sub-circuits and the voltage divider formula is not exact anymore. In fact the step re-
sponse of each interpolated node is not a step, but a decaying exponential function.
This exponential functions have a time constant that depends on the interpolation
resistance. The deviation from the ideal interpolation factors reflects in a systematic
non-linearity, precisely a DNL inside each interpolation interval. Hence, the theoret-
ically irrelevant value of the resistors have to be low enough to keep the DNL small
with respect to the quantization time TLSB. On the other hand the cross-currents and
so the power consumption in the interpolators grow with decreasing interpolation
resistance: A design trade-off that is illustrated in Fig. 5.13. The left graph shows
a scenario where the resistors have large values. The current profile is low, but the
time interval between the two base signals is by far not equally partitioned by the
interpolated signals. A nearly perfect interpolation is shown in the right graph, but
the power consumption is considerably increased. A compromise that enables ac-
ceptable DNL with reasonable power consumption is shown in the middle. It de-
pends on the application and the available power budget how this trade-off can be
resolved. An analytical strategy to investigate the linearity of the passive interpola-
tion is shown in Fig. 5.14. According to the superposition theorem the stimuli are
separated into the sources V1 and V2. Both cases are analyzed separately and com-
bined later on. Each signal source representing a signal transition between VSS and
VDD (with rise time trise) is further decomposed into two ramp signals. The overall
result is thus the superposition of four ramp responses. To calculate each of these
ramp responses, a node voltage analysis is performed:

⎡
⎢⎢⎢⎢⎣

0 G 0 0 0
G sC −G 0 0
0 −G sC + 2G −G 0
0 0 −G sC + 2G −G
0 0 0 −G sC + 2G

⎤
⎥⎥⎥⎥⎦vk =

GV
0
0
0
0

⎤
⎥⎥⎥⎥⎦ (5.66)

Solving for the particular node voltages vk and dividing by the stimulus V results in
the transfer functions
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Hk(s) =
vk(s)

V
(5.67)

Multiplication of these transfer functions with VDD
trise

1
s2 yields the frequency domain

representation of the ramp responses, i.e.

vramp
k (t) = L −1

(
VDD

trise

Hk(s)
s2

)
(5.68)

The analytic formulation of the interpolated signals is advantageous to investigate
the power versus linearity trade-off. This trade-off is shown in the two graphs of
Fig. 5.15. The left graph shows the maximum differential non-linearity that occurs
in the interpolator depending on the interpolation resistance for interpolation fac-
tors from IF = 2 to IF = 6. It can be seen that the DNL grows quite linearly with the
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interpolation resistance. For the minimum resistance a reasonable value from a lay-
out perspective is chosen. It is a reasonable constraint for most applications to limit
the maximum DNL to half an LSB. The right graph shows the energy per switching
event over the maximum differential non-linearity in the interpolator. With decreas-
ing resistance, i.e. with decreasing DNL, the energy grows faster and faster. It is
also worth mentioning that for a given power consumption the DNL gets worse
with increasing interpolation factor IF . The axis are normalized, as the systematic
DNL depends on the gate delay td that is subdivided. This is due to the fact that the
time constant is given by RC and does neither depend on the gate delay nor on the
rise-time of the driving inverters.

5.5.3 Variability in LPI-TDC

For the local passive interpolation TDC, the investigation of the effects of local
variations is slightly different from the other TDCs discussed so far. This is due to
the fact that some of the delayed signals come from the interpolators and not directly
from the delay elements. Hence, the number n of a delayed signal is decomposed
according to

n = nc(n)+ ni(n) (5.69)

nc(n) = n div IF (5.70)

ni(n) = n mod IF ni ∈ {0, . . . , IF −1} (5.71)

where nc indicates the number of the delay element and ni the number of the inter-
polated signal associated with this delay element. If the start signal is injected into
the delay-line at t = 0 it arrives at the ncth delay element at the time

tnc = nc · IF ·TLSB +
nc

∑
i=1

εi (5.72)

where εi describes the delay variation of the ith element caused by LPV. Therewith,
the nth signal crosses the trigger threshold of its comparator at

tn = tnc(n) +
ni(n)
IF

td,nc+1 + δn (5.73)

= [nc(n) · IF + ni(n)]TLSB +
nc(n)

∑
i=1

εi +
ni(n)
IF

εnc+1 + δn (5.74)

= n ·TLSB +
nc(n)

∑
i=1

εi +
ni(n)
IF

εnc+1 + δn (5.75)

The propagation delay of any delay element i is modeled by td,i. The timing error
caused by local variations of the passive interpolators is described by δn. The start
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signal has been injected into the delay-line at t = 0, thus the stop signal arrives at
the time instance

ts = T + εs (5.76)

For the sake of simplicity no latency along the stop tree is modeled. However, εs

describes a hypothetical variation of this latency and/or of the stop arrival time.
Assuming a zero blackout time with a local variation, i.e. tBO

n = βn, results in the
following condition for the sampling of a logic high value in the nth stage:

ts − tn > tBO
n (5.77)

T > ts,n := nTLSB +
nc(n)

∑
i=1

εi +
ni(n)
IF

εnc+1 + δn + βn − εs (5.78)

From this follows the differential non-linearity according to

DNLn =
1

TLSB
(ts,n+1 − ts,n −TLSB) (5.79)

=
1

TLSB

(
1

IF
ε + δn+1 − δn + βn+1 −βn

)
(5.80)

As the resistance of the interpolators is usually quite small, the area of each resis-
tor is relatively large. This makes the interpolators relatively robust against local
process variations,6 so δi can be neglected usually. The differential non-linearity
becomes then

DNL =
1

TLSB

(
1

IF
ε + βn+1 −βn

)
(5.81)

If this result is compared to the DNL of the conventional delay-line TDC (eq. 3.69)
it becomes obvious that the local variations of the delay elements are subdivided
by the interpolation factor IF . Variations of the sampling elements contribute in
the same way to the non-linearity. The reduced impact of delay element variations
is another advantage of the LPI-TDC. Another advantageous effect that cannot be
seen from the equations above arises from the series connection of the interpolators.
The current flowing through the interpolation resistors contributes to the charging
currents of the respective nodes in the delay-line. This reduces the effective delay
variation of the delay elements themselves. A similar effect results from the differ-
ential structure of the LPI delay-line.

Finally, the same three sigma criterion is applied to estimate the maximum reso-
lution of the LPI-TDC:

1 > 3 · std(DNL) (5.82)

⇔ TLSB > 3

√
1

IF2 std2 (ε)+ 2std2 (β ) (5.83)

6 Remember, global variations cancel out (first order) as the voltage divider formula is the ratio of
two resistances.
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5.5.4 Implementation Example

An exemplary LPI-TDC with an interpolation factor IF = 4 has been implemented
in a 90 nm low power CMOS technology and is operated with a supply voltage of
1.2 V. The 7-bit delay-line is characterized by an on-chip measurement and cal-
ibration engine such as the one described in Section 4.7. The resulting converter
characteristic is depicted in Fig. 5.16 (left). A zoom into the characteristic is given
in the right graph. The converter achieves a resolution of 4.7 ps at a supply voltage
of 1.2 V and 3.9 ps at 1.4 V. The measured non-linearity is illustrated by the INL and
the DNL plot given in Fig. 5.17. Throughout the complete characteristic the max-
imum integral non-linearity is always smaller than INL = 1.2LSB. The maximum
differential non-linearity is 0.6LSB. For repeated measurement of constant time in-
tervals a single-shot precision of 0.7LSB is achieved. This is shown in Fig. 5.18 for
a cut-out of the converter characteristic with a fine granular delay sweep. The circles
indicate the average measurement value and the error bars the single-shot precision.
For repeated measurements of slowly varying signals, the finite single-shot precision
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Fig. 5.16 Input-output characteristic of LPI-TDC implemented in 90 nm CMOS technology
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Table 5.4 Performance summary of LPI-TDC
Principle Complementary start signal propagates in differential

delay-line, intermediate signals are generated by passive
voltage dividers.

Resolution TLSB
1

IF tinv
d

Number of Stages N Tmax
td

= 1
IF

Tmax
TLSB

Core Area ALPI
core

Tmax
TLSB

( 2.2
IF Ainv +AFF +2AR

)

Average Power〈Pcore
LPI 〉 fmeas

1
IF

Tmax
TLSB

(
2.2(Einv

rise +Einv
f all)+ IF ·EFF + IF ·EFF

precharge +4Ex−curr

)

Conversion Time Tconv T

Latency Tlatency 0

Loop Structure Loop structure possible

PROS • Sub gate-delay resolution
• Modular structure
• Scalable resolution (IF = 2 . . .6)
• No latency
• Short delay-line
• Reduced variability in delay-line

CONS • Cross current in interpolator

dithers the output values, so averaging of multiple measurement results reduces the
quantization error, i.e. increases the effective resolution. For the TDC core the mea-
sured energy consumption is 19pJ/conversion. Table 5.4 summarizes the properties
and performance figures of the LPI-TDC.
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5.6 Gated Ring Oscillator TDC

In the field of analog-to-digital and digital-to-analog converters oversampling is a
well known technique to achieve high resolution even with coarse quantizers. The
basic idea is to sample (convert) a slowly varying signal x(t) with a bandwidth f0

more often than required by the Nyquist criterion and to remove high frequency
components later on by filtering. Under the assumption of white quantization noise
the noise power is equally spread over all frequencies in between − fs

2 and + fs
2 ,

where fs is the sampling frequency. For a signal band of interest given by

− fs

2 ·OSR
< f <

fs

2 ·OSR
(5.84)

where OSR is the oversampling ratio defined by

OSR =
fs

2 f0
(5.85)

all noise components outside of this band can be filtered out. This gives an oversam-
pling term in the formula 3.12 of the ideal SNR:

SNR = 6.02 dB ·M + 1.76 dB+ 10 dB · lg(OSR) (5.86)

In addition to oversampling noise shaping is a technique that increases the SNR
(the resolution) further. The quantization power at low frequencies is pushed out
of the signal band towards higher frequencies. As high frequency components are
filtered out according to the oversampling concept even less noise power is present
in the signal band. The simplest form of noise shaping, the so called first order noise
shaping, arises if the measurement device is built such that the output contains the
difference of two samples of the quantization error. It is important to understand that
this improved signal-to-noise ratio, i.e. the increased resolution is not achieved for
a single measurement value but for multiple averaged samples. Thus, a TDC based
on oversampling cannot achieve a high single shot resolution but a high effective
resolution after post-processing (filtering) the results.

Quantization in time-to-digital converters arises from the fact that the compara-
tors can distinguish only whether a certain delay stage has been passed by the timing
event or not. The timing event itself propagates in the delay-line even if the measure-
ment has been stopped. For a new measurement all state variables from the previous
measurement are reset. Hence, there is no information about the quantization error
that can be used to improve the resolution. Of course oversampling can be used but
no noise shaping. According to the theoretical considerations of Section 3.6 it would
be desirable to start the new measurement from exactly that instance where the pre-
vious one has been stopped. The gated delay-line technique proposed in [11, 12]
achieves this by sampling and freezing instead of only sampling a TDC delay-
line. The principle is illustrated in the signal diagram of Fig. 5.19. Each signal is
one phase of a five stage ring oscillator, i.e. each phase is shifted by one inverter
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Fig. 5.19 Operating principle of gated ring oscillator

delay with respect to its neighbors. The period of the oscillation is ten inverter de-
lays. Next, it shall be assumed that there is a control signal freeze that can stop
and restart the signal propagation in any state. When the freeze signals goes high
in Fig. 5.19 the first, the second, and the fifth phase have a valid logic value. It is
obvious that these digital states can be kept constant simply by gating the signal
propagation in the delay-loop. The third and fourth phase, however, switch while
the freeze signal becomes active. They do not have a valid logic level but an analog
state, namely a voltage in between the levels representing a logic low and a logic
high level. It shall be further assumed that this analog state is preserved while the
freeze signal is active. When the freeze signal goes low again, all delay elements are
activated in exactly that state where they have been stalled. The oscillation (the sig-
nal propagation) is thus continued in the same phase without additional transients.
In addition to the freezing of the delay-loop comparators sample the state in re-
sponse to the freeze signal, i.e. the freeze signal is the stop signal of the TDC. The
quantization, i.e. the addition of the quantization error, happens in the comparators.
The stalled delay-line, however, still contains the continuous time information with-
out quantization error. If the next measurement starts from this continuous state,
the quantization error of the sampling is considered in the next measurement. This
corresponds to the conditions theoretically discussed in Section 3.6, i.e. the quanti-
zation error is subject to a first order noise shaping.

A technical implementation of a time-to-digital converter based on gated delay-
lines is depicted in Fig. 5.20. It is often called gated ring oscillator (GRO) time-to-
digital converter. Freezing and releasing the state of the delay-loop means that the
individual measurement results accumulate in the TDC. Differentiation of the mea-
surement values results in the digital representation of the measured time intervals.
The delay elements require means for freezing the analog state. The challenge is to
implement these switching means thus that there is no injection of error signals, such
as clock feed-through, into the analog state. A basic delay element enabling analog
gating is the C2MOS inverter. The inner devices form an inverter and the outer de-
vices the gating devices. This device order preserves not only the output voltage but
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Fig. 5.20 Principle of gated ring-oscillator based TDC

also the intermediate node voltages of the transistor stacks (approximately). If the
transistors were conversely connected the internal nodes would be discharged. This
would result in large phase error during the activation.

Leakage currents are another serious impairment of the gated ring oscillator
TDC: The continuous state information is stored as charge on parasitic capacitors
in the delay-line. For long idle time this dynamically stored information is degraded
or even lost [13, 14]. Especially in deep sub-micron technologies this requires a
relatively high measurement rate.

5.7 Time-to-Digital Converter with Time Amplification

In this section, the last time-to-digital converter technique enabling sub-gate de-
lay resolution is presented, namely time amplification [1]. All TDCs discussed so
far achieve a higher single shot resolution by creating more narrowly spaced time
events. This means that the resolution is increased by reworking the quantizer refe-
rences. (The gated ring oscillator based TDC is not discussed in this context as it
achieves the high resolution by oversampling with noise shaping.) Time amplifier
based TDCs use a completely different technique: They take a time interval, usually
the residue of a coarse quantization, and stretch it along the time axis. The enlarged
interval can then be quantized with a conventional TDC approach. Consequently,
the time interval itself is manipulated, not the references.

The basic principle of a time interval amplifier (TA)7 that has been proposed in
[1,29,30] is depicted in Fig. 5.21. It consist of a conventional NAND latch followed
by an arbiter. Time propagates continuously, time intervals, however, are defined by
discrete time instances. Hence, the circuit processes discrete, not continuous events.
This is a fundamental difference between a TA and an analog amplifier such as a

7 In literature this technique is sometimes called time amplification. This is a little bit sloppy as
the time is the independent variable of all dynamic processes in our world and cannot be stretched
or amplified (TDCs are considered as non-relativistic devices �). What is amplified is the time
difference between two time instances, so the better name is time interval amplifier.
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Fig. 5.21 Basic principle of time interval amplifier (TA)

voltage amplifier. Before the measurement, more precisely before an amplification
event, both input signals A and B are low. Thus the outputs of both NAND gates
are high. On the arrival of a rising edge on one of the inputs the associated NAND
gate starts to discharge its output. As soon as this output is below the switching
threshold of the NAND gates the output of the other gate is fixed to a high po-
tential, whatever switching activity occurs at the other input. The arbiter evaluates
which latch output goes low (first) and sets the appropriate output to high. This
switching sequence has a certain fixed delay. However, if the second input receives
a rising edge before the switching sequence is completed, the propagation delay
between the arrival of the input and the output signals becomes dependent on the
skew between the two input edges. When the first input goes high the associated
NAND output voltage decreases. When the second input goes high the output of the
second NAND gate decreases as well. With decreasing voltage of any of the two
NAND output nodes the respective other node is pulled up by the p-mos device and
its discharge is impeded by the closing n-mos device in the pull-down stack. This
contention is dominated by the gate whose input has switched first. The closer the
switching events the harder the contention. Thus, with decreasing skew the settling
time of the circuit increases exponentially. If both inputs switch at the same time
the circuit behavior is indefinite: Both nodes simultaneously discharge and reach
an instable mid-level until noise and external coupling events unbalance the circuit
slightly so that the contention can start. The period while both gates compete for
the logic low level is called the meta-stable state of the latch. Usually meta-stability
is an unwanted effect that occurs during sampling of asynchronous signals or in
synchronous systems if the setup time constraint is violated. In the time interval
amplifier meta-stability is used to prolong the time difference between the input
signals. It is obvious that this technique only works if the time interval is smaller
than the settling time of the same latch with a single switching event at its inputs.
Figure 5.22 shows switching trajectories for several input time intervals. For small
intervals both node voltages come near to the mid-level. After a while one gate dom-
inates, i.e. one node goes low and the other goes back high. It is the purpose of the
arbiter to shield this meta-stable state to the environment. This is important to avoid
cross currents and undefined logic states.
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Fig. 5.22 Internal node voltages and output signal of basic time amplifier
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Fig. 5.23 Input to output delay of basic time amplifier in dependence on the skew of the two input
signals, i.e. on the time interval to be amplified

The skew dependent delay of the basic time interval amplifier is depicted in
Fig. 5.23. An ideal amplifier with constant gain would have a linear characteris-
tic. Yet, the actual characteristic is quite non-linear. A basic linear analysis for the
first phase of the contention suggest a logarithmic delay curve [1]. As real gates
behave pretty non-linear a simulation approach has been chosen here in order to
obtain more realistic results. A linearization concept has been proposed in [1] and
improved in [30]. The basic idea is to use two time interval amplifiers with con-
trarily shifted characteristics. The results of the two conversions are subtracted later
on to get a more linear gain curve. Figure 5.24 demonstrates how this linearization
is done. Each delay curve has an even symmetry due to the topological symmetry
of the circuit with respect to its inputs. Delaying one input causes an asymmetry
that shifts the curve either to the left or to the right. This can be either done by in-
serting additional delay elements in one signal path or by an asymmetrical sizing
of the two NAND gates. The curve in the lower sub-graph results from subtract-
ing the two non-linear amplifier characteristics. The good news is that the resulting



5.7 Time-to-Digital Converter with Time Amplification 101

−40 −30 −20 −10 0 10 20 30 40
1

1.2
1.4
1.6
1.8

time interval [ps]

−40 −30 −20 −10 0 10 20 30 40
time interval [ps]

de
la

y 
[A

U
]

−1

−0.5

0

0.5

1

de
la

y 
[A

U
]

Fig. 5.24 Linearized delay of time amplifier
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Fig. 5.25 Time-to-digital converter based on time-amplification

characteristic is quite linear. The bad news is that this linear region is very small
(some tens of pico-seconds in this exemplary implementation). Obviously, the chal-
lenge is the realization of well matched amplifiers and the subtraction of the two
time delays.

In a time to digital converter TAs could be used to amplify the input time interval
before the quantization in a conventional delay-line based TDC. Due to the very
small input dynamic range of the time amplifiers such TDCs are useful only for
very small time intervals. The approach presented in [30] uses a coarse quantization
based on a buffer delay-line and amplifies the residue. A cut-out of the architecture
is shown in Fig. 5.25. A conventional delay-line TDC coarsely quantizes the time
interval spanned by the start and the stop signal. Time amplifiers are connected
to each tap and stretch the time interval between the respective delayed version
of the start signal and the stop signal. The implementation of one TA per tap is
necessary as time intervals cannot be stored within the time domain directly. This
makes a sequential two step approach impossible where the residue is processed
not until the coarse quantization. Hence, a speculative amplification of all possible
residue intervals is required. A transition detector identifies the stage of the one-zero
transition and selects the appropriate time amplifier later on. The amplified residue is
passed to a second TDC stage (fine TDC) for further quantization. Due to the small
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dynamic range of the TAs the latency in the transition detector is a critical point.
This is particularly true as the residue multiplexer is controlled by the comparator
results (in the coarse TDC) which may experience meta-stability during sampling.
The coarse TDC is essentially linear, i.e. the overall linearity may be acceptable. The
residue quantization, however, is subject to non-linear distortion in the time interval
amplifiers. This locally degrades the linearity of the overall TDC characteristic.

Beside the non-linearity noise is a critical issue for time interval amplifiers. The
meta-stable state is a very sensitive state of a latch. Any disturbance by noise or
(capacitive) coupling favors one of the inputs, so reflects in a delay uncertainty of
the output signal. Flicker noise in the transistors of the NAND gates, for example,
temporarily changes the threshold of the TA and shifts the characteristic. Supply
noise is another critical issue, especially in SOC with high digital switching activ-
ity. (Local) process variations seriously influence the amplifier characteristic which
makes it very difficult to assure a certain (linear) operating region. Reflecting the
motivation behind time domain signal processing discussed in Chapter 2, the idea is
to exploit the advanced robustness and scaling properties of digital circuits instead
of classical analog circuits. From a digital perspective, however, meta-stability is a
parasitic effect that is sensitive to everything, i.e. the time stretching is a non-linear
analog effect itself. Hence, the story line to go into the time domain with many appli-
cations seems not convincing for the time interval amplifier. Altogether, the suscep-
tibility to noise and variations causes serious challenges and it is doubtful whether
time interval amplification is suitable for robust products and mass production.



Chapter 6
Applications for Time-to-Digital Converters

Abstract Amongst other things, time-to-digital converters are used in high energy
and particle physics, for measurement and instrumentation applications, for time
of flight measurement, digital PLLs, and data converters. This chapter focuses
on emerging applications in main stream micro-electronics. In the first part
time-to-digital converters are discussed in the context of digital phase-locked
loops. Both the classical PLL architecture based on a feedback divider as well as
the recently proposed all-digital PLL architecture are discussed. The second part
addresses time-to-digital converter based analog-to-digital converters.1 The classi-
cal dual slope converter is revisited for motivation purposes. Next an ADC based on
pulse position modulation is discussed. Finally, sigma delta modulator based ADCs
are investigated. A continuous time sigma delta modulator with time domain quan-
tizer is presented as a classic approach and an ADC based on an asynchronous sigma
delta modulator with feed-forward TDC as quantizer is presented as promising new
architecture for ultimately scaled CMOS. It is the intention of this chapter to provide
an overview on concepts and architectures, not to focus on implementation details.

Key words: TDC Applications, Digital Phase-Locked-Loop, TDC Based Analog-
to-Digital Converter

6.1 Digital Phase Locked Loop

The first and currently most important TDC application in integrated electronics is
definitively the digital phase-locked-loop (PLL). The purpose of phase-locked-loops
is to generate a (quasi-)periodic signal, i.e. an output frequency, that has a fixed fre-
quency ratio with respect to a reference signal received at its input. Moreover, the
phase relation between the reference signal and the locally generated output signal is
fixed. Amongst others, the field of applications covers clock generation, cleaning of

1 This chapter discusses only a choice of the most promising concepts for high linearity, high
resolution, high bandwidth, and robust implementation.

S. Henzler, Time-to-Digital Converters, Springer Series in Advanced Microelectronics 29, 103
DOI 10.1007/978-90-481-8628-0 6, c© Springer Science+Business Media B.V. 2010
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Fig. 6.1 Basic digital phase-locked-loop derived from classical analog structure

noisy clocks, de-skewing of signals, frequency multiplication, clock-data-recovery,
and RF carrier generation. A PLL forms a closed-loop control circuit that works
on the phase of quasi-periodic signals. The output signal is locally generated by a
controlled oscillator. This controlled oscillator, classically a voltage controlled os-
cillator (VCO), provides a quasi-periodic signal with an instantaneous frequency
that is configured by the control signal at its input. A phase-(frequency) detector
(PD/PFD) compares the locally generated signal with the reference signal in terms
of phase. The low frequency components of the phase-detector output describe the
phase relation of the two signals. A low-pass filter extracts this information and
steers the controlled oscillator accordingly. If the reference signal leads, the fre-
quency of the controlled oscillator is increased. If the reference signal lags, the os-
cillator frequency is decreased. For general details on phase-locked-loops the reader
is referred to the literature, e.g. [14, 46].

This section focuses on digital PLLs, especially on TDCs used as phase detectors.
A classical analog PLL contains the voltage controlled oscillator and the loop filter
as clearly analog blocks. In the case of rectangular signals, the phase detector is
already quite digital. It may consist of a simple XOR gate (PD) or of a flip-flop
like state machine (PFD). The output of the phase detector is pulse-width encoded.
Thus, the phase detector consists of digital building blocks, but does not provide
a digital output signal in the sense of a time discrete binary value. For frequency
multiplication a divider is inserted into the feedback path. Usually this is a digital
circuit as well. However, analog design methodologies apply when high frequencies
have to be processed.

With this knowledge one can consider which building blocks can be digitized.
The oscillator itself is a pure time-continuous block. When the frequency is some-
how changed, the instantaneous output frequency evolves from the previous fre-
quency towards the new frequency by means of time continuous transients. This fun-
damental nature of an oscillator cannot be changed. Even if we measure the instan-
taneous frequency at discrete time instances, e.g. at the zero crossings of the output
signal, the oscillation itself is continuous. In the context of a digital PLL digitizing
the oscillator thus means the addition of a digital interface to the oscillator. There-
with, the frequency control information can be provided at discrete time instances
and by binary words. The digital interface can be a DAC that translates the digital
control information into the control voltage of a classical VCO. More advantageous
is the integration of this DAC right inside the oscillator, i.e. the use of a parametric
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oscillator. In the case of an LC oscillator, for instance, tank capacitors may be added
or removed in response to digital control signals. A controlled oscillator with digital
control interface is called digital controlled oscillator (DCO). The oscillator itself
remains analog but this analog behavior is now hidden behind a digital interface.
Therewith the phase detector and the loop filter are the remaining candidates for fur-
ther digitization. In general the purpose of the phase detector is to measure the phase
difference between the feedback and the reference signal. This corresponds to the
time interval measurement between rising edges of these two signals together with
an appropriate normalization to the instantaneous period. A device that can measure
this time interval and that provides a purely digital result is however a TDC. If the
phase detector provides digital result words and the DCO expects digital control
words a digital implementation of the desired loop filter is straight forward.

Figure 6.1 shows a digital phase-locked-loop derived from the classical analog
architecture by replacing each element by its digital equivalent. All building blocks
of a classical analog PLL can be identified clearly. The frequency/phase steering
information is still contained in the reference signal, namely in its phase and fre-
quency. A digital implementation of PLLs is manifold advantageous. Apart from
the DCO there are no more passive devices. In particular the large capacitors of an
analog charge pump PLL can be omitted. Although digital PLLs currently tend to
be larger than analog implementations2 their superior scaling behavior will enable
future PLLs that are more robust and smaller. Even more attractive is the addition of
novel functionality that would not be possible with an analog implementation: The
filter transfer function can be easily adjusted during the operation of the circuit by
loading new coefficients or by changing the order of the filter. In some sense this
would be also possible with analog trimming, but not with the digital flexibility, ac-
curacy and reproducibility. Only possible with the digital realization are the storing
and loading of internal states [17] (not coefficients).3

In the PLL of Fig. 6.1 either the reference or the feedback signal may lead.
Hence, a bipolar TDC is required. Usually, the reference frequency is quite low,
e.g. some MHz. The counter reduces the frequency of the feedback signal to the
same low frequency. Consequently, the dynamic range of the TDC has to be very
high. This makes the TDC not only large but also prone to noise. A completely new
architecture that has been proposed in [34, 51, 53] is shown in Fig. 6.2. This circuit

2 This is due to one time effects of transferring analog to digital building blocks. A TDC, for in-
stance, consumes considerable more area than a conventional phase-frequency detector consisting
of some flip-flops and a push–pull stage.
3 This may be useful for fast (periodic) jumps between different frequencies. For example consider
a frequency hopping between two frequencies. First the PLL is configured for the first frequency.
When the PLL has locked, all internal state variables are stored in a digital memory. Then the
second frequency is configured, the PLL settles, and finally the state variables for the second fre-
quency are stored. For going back to the first frequency the PLL is not only configured with the
new coefficients but also the state variables are loaded again. Hence, the loop is initialized in its
steady state of the previous phase where the first frequency was generated. Hopping back to the
second or even to a third or fourth frequency can be done accordingly. If the time intervals are long
the operating conditions may have changed. The loaded state is thus only an estimation of the new
steady state. However, the error should be small and a fast (linear) settling can be expected [17].
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Fig. 6.3 Signal diagram illustrating operation of TDC based phase detector in the all digital PLL

is known as all-digital phase-locked-loop (ADPLL). For the sake of simplicity only
the sub-circuit inside the dashed box is considered at the moment. The remaining
blocks will be added later. At first glance only the low-pass filter and the DCO is
common to the previous implementation. The divider in the feedback path has been
removed. Instead a digital counter counts the cycles of the DCO continuously. For
now, let’s assume that all digital circuit blocks are clocked by the reference signal.
The counter increment from one reference cycle to the next one is compared with a
digital frequency control word (FCW), that may be updated in each reference cycle.
The comparison is done by a digital subtraction of the two words, namely the FCW
and the counter value. The difference represents the phase error that is accumulated
and low-pass filtered. The accumulation reveals that the loop dynamics is similar
to an analog type-II PLL. Figure 6.3 illustrates the operation with the aid of a sig-
nal diagram. The counter determines how many full cycles of the local oscillator
(LO) occur within one reference cycle and the frequency control word provides the
information how many cycles should be within this cycle. The quantization error
can be decreased with a TDC that measures the phase relation between the locally
generated high-speed signal and the low frequency reference signal. If the TDC re-
sult is normalized to one LO period and added to the counter value the resulting
digital word describes the fractional number of output cycles inside one reference
period. The big hit is the fact that also the FCW can be fractional. Hence, a fine
grained frequency control is possible in each cycle, not only in average as for classi-
cal fractional-N PLLs. Another great advantage of this counter plus TDC approach
is the fact that no measurement information is contained in the pulse width and
phase of a divided signal but directly available as digital word. In the implemen-
tation of Fig. 6.2 not the reference clock but a derived clock synchronized to the
fast LO clock is used for synchronization of all digital blocks. Beside meta-stability
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issued this allows a TDC measurement while there is no digital switching activity.
First the TDC is stopped and then the digital blocks are triggered.

The TDC in the all digital phase-locked-loop measures the time interval between
the last rising LO edge that occurs before the reference clock edge and this reference
edge. This is a directed measurement, so no bipolar TDC is required. The maximum
time interval corresponds to the period of the digital controlled oscillator. Compared
to the TDC in the implementation of Fig. 6.1 the dynamic range is considerably re-
duced. This reduces the TDC noise and allows for more simple converter architec-
tures. In RF frequency synthesizer, even linear time-to-digital converters may cover
the full measurement range. Apart from the quantization error the phase detector
in the ADPLL provides the phase error without any high frequency components.
In a conventional phase detector the phase error is contained in the average output
signal. However, there is also a high frequency component, that arises from the pe-
riodic input signals. The lack of this high frequency components in the ADPLL has
a positive impact on the loop filter that must only filter the quantization noise and
create the loop dynamics.

A general advantage of the TDC in a PLL is the combination with the loop filter.
Due to the single shot precision of each TDC a single shot measurement always
contains a noise induced error. The loop filter provides some averaging, so filters
out high-frequency components of this TDC noise. The main challenge for the TDC
in the ADPLL is probably the calibration, i.e. the normalization of the measurement
result to one reference period. This is particular true if the frequency is changed. In
this case the calibration has to be continuously done in the background.

6.2 TDC Based Analog-to-Digital Converter

6.2.1 Dual-Slope Analog-to-Digital Converter Revisited

One of the very first analog-to-digital converters (ADC) based on a counting tech-
nique is the so called dual-slope ADC. It consist of a single operational amplifier
(OP), a comparator, a counter, and some control logic. Due to its simplicity it is
suited for both, discrete and integrated implementations. A basic block diagram is
depicted in Fig. 6.4. At the beginning of each conversion, the integrator, comprising
the operational amplifier, is reset, i.e. the capacitance C1 is discharged by the switch
S2. Then the negative4 input voltage to be measured (−Vin) is connected to the inte-
grator via the switch S1 and integrated for a constant time interval T1. At the end of
the integration the output voltage Vx of the OP is given by

Vx =
∫ T1

0

1
R1C1

Vindt =
T1

R1C1
Vin (6.1)

4 The input signal is inverted, as the RC-integrator is inverting itself.
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Fig. 6.4 Circuit block diagram of classical dual-slope ADC

This means that Vx is proportional to the input voltage. The integration constant is
given by the product of the passives, namely the input resistance R1 and the inte-
gration capacitance C1. The last equation is only valid for a constant input signal,
i.e. for a sampled or at least a slowly varying input signal. When the integration
is completed the control logic disconnects the input and connects it to a reference
voltage Vre f . Therewith, the circuit continues its integration but now with a fixed
and negative slope. The output signal can be described by the following equation:

Vx(t) =
T1

R1C1
Vin −

∫ t

T1

Vre f

R1C1
dt t ≥ T1 (6.2)

The length T2 of this second integration phase is measured by a counter. The com-
parator connected to the output of the integrator detects when Vx is equal to zero and
stops the counter. The length T2 of the second interval is then given by

Vx(T1 + T2) = 0

T2 =
Vin

Vre f
T1 (6.3)

It is worth mentioning that this time is independent on the passives, which makes
the dual-slope technique very robust against variations of device parameters. If the
first time interval T1 is chosen according to T1 = 2NTclk, where Tclk is the reference
clock period, the length of the second interval can be expressed by

T2 =
Vin

VLSB
Tclk (6.4)

where the fundamental relation Vre f = 2N ·VLSB has been used. In terms of the clock
period Tclk this is exactly the counter value B,5 i.e.

5 Neglecting the quantization error.
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B =
T2

Tclk
=

Vin

VLSB
(6.5)

Consequently the counter value describes the input voltage in terms of VLSB, thus
is a digital representation of the input voltage Vin. An exemplary signal diagram for
two different input voltages is shown in Fig. 6.5. The first interval has a fixed length
and the slope of the signal depends on the input level. The second interval has a
variable length but the signals decrease with a constant slope.

For a high resolution, a long measurement time is required, as both T1 and T2

exponentially grow with the number of bits. If the measurement time cannot be pro-
longed, the clock frequency must be increased. Maximum feasible clock frequencies
are (currently) limited to a small single digit number of GHz. Hence, there is a fun-
damental trade-off between the sampling rate and the resolution of the dual-slope
ADC. This trade-off is the reason why the dual-slope converter has been regarded
as slow and old-fashioned for the last couple of years. With the emergence of time-
to-digital converters in integrated micro-electronics, however, it might experience
a renaissance, as high resolution time interval measurement does not mean ultra
high frequency clocks anymore. Hierarchical time-interval measurement based on
TDCs for instance enables long measurement times and high resolution even with
moderate clock frequencies.

6.2.2 Pulse Position Modulation Analog-to-Digital Converter

A pulse position modulation (PPM) analog-to-digital converter has recently been
proposed by Naraghi et al. [35]. The principle is explained on the basis of the
schematic circuit diagram depicted in Fig. 6.6. An exemplary signal diagram is
provided in Fig. 6.7. The integration capacitance C is periodically discharged by
a reference clock signal CP. The discharged capacitance C is then charged by a
constant current I leading to a continuous time voltage ramp

v(t) =
I
C
· t (6.6)
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This ramp6 signal is compared to the continuous time input signal in an asyn-
chronous comparator. A time-to-digital converter is synchronously started on the
beginning of the charging process and stopped when the input voltage vin(t) is equal
to the ramp voltage v(t). The measured time difference t[n] can be inserted into the
linear equation 6.6 to compute the corresponding input voltage vin(ts). Obviously,
the sampling instance

ts[m] = nT + t[m] (6.7)

becomes signal dependent, i.e. the input signal is non-uniformly sampled by the
PPM-ADC. As a conversion is only performed during rising reference ramps, the
matching requirements for the analog front end in the PPM ADC are pretty much
relaxed. Linear decimation, i.e. conventional low-pass filtering, of the ADC out-
put values requires considerable oversampling to keep the error caused by the non-
uniform sampling reasonably low. More advanced non-linear recovery algorithms
that take the special nature of non-uniformly sampled signals into account allow
for better results with lower OSR and so lower power consumption and higher sig-
nal bandwidth. However, the digital post processing effort for these algorithms in-
creases. As in heavily scaled technologies analog functionality becomes increas-
ingly problematic and digital functionality comes nearly for free, this is definitively
a trend-setting approach. In this context it should be noted that there is only a very

6 Other reference signals are also possible. A ramp signal, however, can be generated easily and
yields the linear relation eq. 6.6.
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small analog part in the PPM-ADC, namely a current source and a continuous time
comparator. No opamps or samplers are required. This makes the PPM-ADC robust
against variations, scalable, and power efficient.

In spite of everything, the PPM-ADC has also some challenges that have to be
carefully considered during design: First of all, an absolute time measurement is
required, i.e. the TDC has to be calibrated in regular calibration intervals. An ideal
current source yields the linear relation eq. 6.6 between the measured time intervals
t[m] and the analog input voltage vin(t). In reality each current source has a finite
output resistance R, i.e. the ramp signal is in fact an exponential signal with a time
constant RC:

v(t) = RI
(

1− e−
t

RC

)

=
I
C
· t −RI

∞

∑
n=2

(−1)n tn

(RC)n n!
(6.8)

The second equation separates the linear term, i.e. the ramp signal, from non-linear
distortion terms. These non-linear terms directly contribute to the non-linearity of
the ADC. A large integration capacitance reduces non-linearity but slows down
the converter – a conventional trade-off. Asynchronous comparators suffer from a
rise time dependent propagation delay. While the ramp signal has a constant slope,
the rate of change at the other comparator input is signal dependent. This is another
source of non-linearity that has to be considered during the design of the compara-
tor. Finally the clock signal is an impairment for the overall system performance,
as any clock jitter adds to the time measurement, thus translates into a noisy signal
according to eq. 6.6.

6.2.3 Sigma Delta Modulator with Time Domain Quantizer

The very first approach of trading voltage resolution against time domain resolution
is the sigma delta modulator. Even with a single bit quantizer the analog input signal
can be quantized with a very high resolution by means of oversampling and noise
shaping. While the voltage resolution is quite low (only one bit in the extreme case)
the oversampling means that the time domain resolution is very high. The peak SNR
of a first order sigma delta modulator, for instance, is given by

SNRmax = 6.02 dB ·N −3.41dB+ 30 dBlg(OSR) (6.9)

N denotes the number of bits in the quantizer and OSR is the oversampling ratio. Ob-
viously a high resolution can be achieved by a large oversampling ratio. If the band-
width of the input signal is increased the oversampling ratio is decreased. Hence,
high resolution and high bandwidth are somehow contradictory. The way out of this
conflict is an increased resolution in the quantizer, i.e. a larger N. This, however, is
a conceptual step backwards because the system depends on an increased voltage



112 6 Applications for Time-to-Digital Converters

domain resolution again. Sigma delta converters with higher order quantizers, i.e.
N > 1, are so called multi-bit sigma delta modulators. The challenges are the power
consumption and the linearity of the quantizer, comprising a multi-bit FLASH con-
verter, and the multi-bit feedback DAC. While a one bit quantizer as well as a
one bit DAC are inherently linear, multi-bit quantizers/DACs for high resolution
sigma delta modulators often require dynamic element matching and/or calibration
techniques. This is particularly true for implementations in nanometer scale tech-
nologies with low supply voltages.

In order to enable the scalability of power, resolution, and technology another
consequent step towards the time domain was required. The replacement of the
classical voltage quantizer by a time domain quantizer is such a step. Sigma delta
modulators based on time domain quantizers have been recently demonstrated [9].
The basic idea is to quantize the output signal of the loop filter not in the voltage but
in the time domain. Therefore, the voltage provided by the loop filter is converted
into time intervals that are measured and quantized in a second step. A very basic
voltage-to-time converter is a voltage controlled oscillator (VCO). The drawback of
most VCOs is the weak linearity which limits the linearity of the overall converter.
The approach discussed here circumvents the linearity issue by using a linear pulse
width modulator (PWM) as voltage-to-time converter. Figure 6.8 shows a schematic
block diagram of the modulator. The quantizer is replaced by a pulse width modu-
lator and a time domain quantizer (ref. Section 4.8). The feedback multi-bit DAC is
missing completely. In each cycle of the sampling clock CP, the pulse width mod-
ulator converts the slowly varying output voltage of the loop filter into a pulse with
a pulse width ΔT . The synchronous clock assures a constant sampling rate at the
modulator output. If the filter output is sampled by the PWM input stage the sam-
pling instance is perfectly defined. For a continuous PWM the exact sampling in-
stance varies within the clock interval which results in non-linear distortion. After
the PWM the signal is represented in the time domain but is still continuous. A time
domain quantizer transfers this continuous time signal into a discrete time signal

time
quantizer
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2

3

1 2 3
PWM

CP

t

t

t

continuous
loop filter

Fig. 6.8 Sigma delta modulator with time domain quantizer
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as well as into a digital representation. The digital word is passed to the output of
the modulator whereas the discrete time domain signal serves as feedback signal of
the loop. As the feedback signal only comprises a single bit, the DAC is trivial and
perfectly linear. Still, a high feedback resolution is achieved by the fine quantization
of the pulse width. The signal diagram in Fig. 6.8 explains the feedback mechanism
schematically: The continuous time PWM signal is mapped onto an equally spaced
high resolution time grid and then passed to the feedback. Consequently the time
domain quantizer fulfills two functions: First it accurately quantizes the feedback
signal which corresponds to the function of the multi-bit DAC. Second it converts
the continuous signal into a digital representation that can be further processed by
the system.

The advantage of the sigma delta modulator with time domain quantizer is a high
resolution that can be achieved with components that are suited for low supply vol-
tages and heavily scaled technologies. No power hungry multi-bit FLASH ADC,
multi-bit DAC, and multi-bit voltage references are required. The price is a high
frequency clock for the time domain quantization or (what is recommended) a time-
domain quantizer. Other sigma delta modulators based on time domain quantizers
have been proposed in [7, 23].
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Variability, 78

VHDL, 8
Virtual Ground, 9
VLSI Technology, 6
Voltage Controlled Oscillator, 112
Voltage Divider, 87, 89
Voltage Domain, 5, 7
Voltage-to-Time Converter, 112

Watchdog, 54
Wired-NOR, 56
Wiring, 56
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